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Preface

The AsiaSim conference is an annual international conference that started in
1999, and has primarily been organized by the three Asian simulation societies:
Chinese Association for System Simulation (CASS), Japanese Society for Sim-
ulation Technology (JSST), and Korea Society for Simulation (KSS). In 2011,
the Federation of Asia Simulation Societies (ASIASIM) was set up to promote
the advancement of modelling and simulation in industry, research and devel-
opment in Asia and beyond. After a full zodiac cycle of 12 years, the AsiaSim
series finally left the “Golden Triangle” of China, Japan, and Korea, and was
held in Singapore for the first time. We were proud to host AsiaSim 2013, and
on behalf of the Organizing Committee of AsiaSim 2013, we welcome you to the
proceedings of AsiaSim 2013.

Asiasim 2013 was organized by the Society of Simulation and Gaming of
Singapore, the National University of Singapore, and Nanyang Technological
University. The Society of Simulation and Gaming of Singapore is a non-profit
professional organization set up to contribute to the development of simula-
tion and gaming in Singapore and the region. It is a focused community for
researchers, practitioners, and developers who are keen in furthering their pro-
fessional knowledge through learning and working together and promoting ex-
periential activities in the public.

We received 95 full papers and six short papers. Submissions came from
China, Japan, Korea, India, France, UK, Germany, Sweden, Kuwait, Morocco,
Malaysia, and of course Singapore. After an intensive review process by a care-
fully assembled International Program Committee, where each paper was re-
viewed by no less than three reviewers, we finally accepted 45 full papers and 18
short papers. Six of the 45 papers were shortlisted for the best paper award.

These papers are now consolidated in this volume of the Communications
in Computer and Information Science series, and are divided into many rele-
vant topics, including Agent-Based Simulation, Simulation Methods and Tools,
Visualization, Modeling Methodology, Simulation in Science and Engineering,
High-Performance Computing and Simulation, and Parallel and Distributed Sim-
ulation. The diversity of topics presented in this conference will certainly make
for healthy exchange of research ideas and technical exchanges.

We would like to take this opportunity to thank the ASIASIM Federation for
allowing us to host AsiaSim 2013 in Singapore.

We also thank the members of the Program Committee for their valuable
effort in the review of the submitted papers. Finally, we would also like to thank
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our technical co-sponsors and sponsors. Your contributions and support have
helped to make AsiaSim 2013 a reality and a success.

October 2013 Gary Tan
Gee Kin Yeo

Stephen John Turner
Yong Meng Teo
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Keynote Speakers

Keynote I: Making Sense of a Complex World

Professor Peter Sloot

Distinguished Research Professor and Professor of Com-
putational Science, University of Amsterdam, The
Netherlands
Professor of Advanced Computing, St. Petersburg State
University, Russia
Visiting Professor of Complex Systems, Nanyang Techno-
logical University, Singapore

Abstract

We live in a complex world and are surrounded by complex systems: from a
biological cell, made of thousands of different molecules that seamlessly work to-
gether, to millions of computer systems that should work together, to our society,
a collection of seven billion individuals that try to work and live together. These
complex systems display endless signatures of order, disorder, self-organization,
and self-annihilation. Understanding, quantifying, and handling this complex-
ity is one of the biggest scientific challenges of our time. Using examples from
our recent research, I will introduce a new paradigm of information processing
in natural systems that guide the design and evaluation of models for simulat-
ing complex dynamical systems. I will show how this paradigm can bridge the
uncomfortable gap between Popperian deductivism and Baconian inductivism.

Biography

Professor Peter Sloot is a Distinguished Research Professor and Professor of
Computational Science at the University of Amsterdam, The Netherlands. He
received his PhD (Computer Science) in 1988 and MSc (Chemistry) and MSc
(Physics) in 1983, all from the University of Amsterdam. Peter writes, “I try
to understand how nature processes information. I study this ‘natural informa-
tion processing’ in complex systems by computational modeling and simulation
as well as through formal methods. My work is applied to a large variety of
disciplines with a focus on – but not limited to – biomedicine. Recent work is
on modeling the virology and epidemiology of infectious diseases, notably HIV,
through complex networks, cellular automata and multi-agents. Recently in my
work I try to build bridges to socio-dynamics.”
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Professor Peter Sloot currently leads two large EU projects: ViroLab and
DynaNets and supervises research from various NIH, NSF and NWO and Royal
Academy projects. He has supervised over 38 PhD dissertations. He has pub-
lished over 470 papers, books, chapters and edited volumes. He has given over
20 radio and TV interviews on various scientific topics, including two documen-
taries on his work. He is Editor in Chief of Journal of Computational Science
and Future Generation Computing Systems, both published by Elsevier. He is
General Chair of the ICCS series of Conferences on Computational Science. He
has given an average of eight international keynote talks and invited lectures per
year over the past 5 years.

Keynote II: Challenges in Three-Level Parallelization-
Based Analytic Simulation

Professor Yiping Yao

Vice-Director, Institute of Simulation Engineering
Professor, School of Information Systems, and
Management
National University of Defense Technology, Changsha,
Hunan, China

Abstract

Analytic simulation is an effective approach to study and analyze complex sys-
tems. As a peer methodology to experiment and theory, it is used more and more
widely in the area of defense and economy. With the in-depth development of the
applications of analytic simulation, their scale is becoming larger and the models
are becoming more complicated. As a result, much more computing resources
are required than ever before. To shorten the execution time of simulation has
become an urgent job. Parallel computing is an effective way to solve the prob-
lem. In this presentation, we will introduce the characteristics of computing of
analytic simulation such as multi-sample, as fast as possible, complex model
calculation and synchronization for constraint of causality. According to these
characteristics, we present a three-level parallelization solution: multi-sample
parallelization, multi-entity parallelization, and complex model calculation par-
allelization.

Multi-sample parallelization is job-level parallelization: as there are no de-
pendencies among samples, it is relatively easy to implement. Multi-entity par-
allelization, is MPI task-level parallelization; it is the core issue of parallel sim-
ulation. There are several ways to achieve calculation parallelization of complex
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models now: multicore CPU, GPGPU, FPGA, DSP and MIC etc. In this pre-
sentation, we will discuss the challenges in these three levels and introduce our
solutions as well as give a perspective on each of them.

Biography

Dr. Yiping Yao is Professor of the School of Information System and Manage-
ment and the school of Computer Science at the National University of Defense
Technology (NUDT). He is also the Vice-Director of the Institute of Simulation
Engineering at NUDT. He received his PhD and MS degrees from NUDT in
Computer Science in 2004 and 1987. His research interests include: parallel and
distributed simulation, agent-based and component-based modeling and sim-
ulation, and hardware-in-the-loop real-time simulation. He has authored or co-
authored over 130 technical papers in the above areas. He led the development of
parallel/distributed/real-time simulation software systems including YH-SUPE
(support environment for parallel discrete event simulation), Starlink (HLA Run-
Time Infrastructure), and YHSIM (hardware-in-the-loop real-time modeling and
simulation platform), all of which have been widely used in China. He won nu-
merous Science and Technology Progress Awards of China: two second prizes at
the state level, three first prizes, and seven second prizes at the ministerial level.

Dr. Yao is a member of the IEEE and ACM, and a member of the board
of directors of the Chinese Association for System Simulation (CASS). He was
the general co-chair of PADS 2012 and CGSS 2011 (the first Sino-German Sym-
posium on “Parallel and Distributed Discrete-event Simulation, Experimental
Validation and Multi-Scale Applications in Computational Systems Biology”).
He has served as Program Committee member for several international confer-
ences. The most recent ones were: PADS 2013, 2012, DS-RT 2012, 2011, 2010,
2009, SIMUL 2013, 2012, 2011, 2010, 2009, SimTools 2010, SummerSim 2009,
SIMULTECH 2013, 2012, 2011, DCIA 2012, 2011, 2010.
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Abstract. An efficient simulation execution engine is crucial for agent-
based traffic simulation. Depending on the size of the simulation sce-
nario the execution engine would have to update several thousand agents
during a single time step. This update may also include route calcula-
tions which are computationally expensive. The ability to dynamically
re-calculate the route of agents is a feature often not required in classical
microscopic traffic simulations. However, for the agent-based traffic sim-
ulation which is part of the Scalable Electro-Mobility Simulation (SEM-
Sim) platform, the routing ability of agents is an important feature. In
this paper, we describe a multi-threaded simulation engine that explic-
itly supports routing capabilities for every agent. In addition, we analyse
the efficiency and performance of our execution model in the context of
a Singapore-based simulation scenario.

1 Introduction

In the context of electro-mobility research we are currently developing the SEM-
Sim (Scalable Electro-Mobility Simulation) platform. This platform will provide
the capability to simulate the various aspects related to electro-mobility for an
entire city. In particular, this includes microscopic simulation of the traffic sys-
tem (SEMSim Traffic) and microscopic simulation of the power system (SEMSim
Power). SEMSim Traffic is more precisely an agent-based traffic simulation where
each agent represents a driver-vehicle unit. This agent not only integrates typical
driver behaviour models (e.g., car following, gap acceptance and lane changing
models) but also explicit vehicle component models (e.g., drive train, battery,
air conditioning).

Integrating these models and the ability to couple SEMSim Traffic with SEM-
Sim Power allows us to study the impact of the disruptive technology ‘electric
vehicle’ on the traffic and power infrastructure of an entire city. For example,
the SEMSim platform will allow us to study the impact of the electric vehicle

� This work was financially supported by the Singapore National Research Foundation
under its Campus for Research Excellence And Technological Enterprise (CREATE)
programme.
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population on the power system under various electro-mobility scenarios (e.g.,
placement of charging infrastructure, vehicle design, regulations and operating
policies). The goal of this research is to develop the capability to analyse an
entire city, such as Singapore, from a complex systems perspective.

Coupling of the different simulation entities (e.g., SEMSim Traffic and SEM-
Sim Power) will be done by means of the High Level Architecture (HLA)[1].
An electro-mobility simulation will thus be distributed across multiple nodes. In
addition, SEMSim Traffic will also be parallelised to deal with the large number
of agents and the variety of models they incorporate. Parallelisation can be done
in multiple ways which we will further discuss in Section 2. In this paper we
focus on parallelisation by means of using a multi-threaded execution engine.

We follow a bottom-up modelling approach for developing the SEMSim plat-
form. As already mentioned, for SEMSim Traffic this means that individual
agents will be equipped with driver behaviour and vehicle component models.
We therefore also refer to this kind of simulation as nanoscopic traffic simula-
tion, as opposed to microscopic traffic simulation which does not consider vehicle
component models for individual agents. Large-scale microscopic traffic simula-
tions are known to be very compute intensive. The additional vehicle models
make a nanoscopic traffic simulation even more computationally demanding. An
efficient simulation execution engine is thus very important.

In general, the agents in an agent-based simulation have the ability to react
upon perceived changes in the environment. In the context of agent-based traffic
simulation, for example, this refers to the ability of an agent to plan routes and
drive from its current location to the destination. Driving requires the agent to
accelerate/decelerate to achieve the desired velocity. In addition, it may have
to change lanes at appropriate locations, avoiding collisions with other vehicles
at any time. While dynamic re-routing may not be needed in many microscopic
traffic simulations, this is an important feature in SEMSim Traffic. For example,
it enables agents to change their routes towards the nearest charging station
if necessary. In this paper, we describe a multi-threaded simulation execution
engine that explicitly supports routing capabilities for every agent.

The remainder of this paper is structured as follows. Section 2 gives an
overview of the different parallelisation techniques used for microscopic traf-
fic simulations. Section 3 and Section 4 explain the underlying SEMSim Traffic
simulation model and execution engine, respectively. We evaluate the proposed
execution engine and discuss the experimental results in Section 5. We present
our conclusions and discuss future work in Section 6.

2 Related Work

Parallel computing methods are used by a variety of existing microscopic traffic
simulators. In general, parallelisation can be achieved in two ways: (1) by dis-
tributing the simulation on multiple nodes by using some form of partitioning
and (2) by using multi-threading to exploit the advantages of shared-memory
systems. Most work published in the literature is concerned with distributing
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a simulation on multiple nodes. For this purpose, it is generally distinguished
between functional decompositioning and domain decompositioning. Functional
decompositioning can be found in DYNAMIT/MITSIM [3,4]. However, accord-
ing to [9] functional decompositioning may be easier to implement but poses
limitations on the achievable speed-up.

Using domain compositioning for parallel traffic simulation has been described
in various works. Nagel and Rickert describe how domain decompositioning has
been used in a parallel implementation of TRANSIMS [9] which is based on cellu-
lar automata for representing driving dynamics. Different geographical regions are
processed bymultiple CPUs. Various key challenges for domain decompositioning,
concernedwith dividing the network, is explained byKlefstad et al. [8]. Yet another
parallel traffic simulation that uses domain decompositioning is FastTrans. Thu-
lasidasan et al. describe different strategies to perform domain decompositioning
and show how different strategies affect the simulation performance [13].

Distributing a simulation on multiple nodes has several advantages. For ex-
ample, large-scale simulations may be too large to fit into the memory of a single
compute node. If memory limitations are not an issue, it is in principle also pos-
sible to distribute the simulation on multiple cores on the same compute node.
However, in this case, the advantages of a shared memory system may not be
fully utilised. In principle, a distributed simulation is not limited to the number
of processors (or cores). Of course, scalability limits the amount of cores that
can effectively be used.

In contrast to distributed simulation, one of the main disadvantages of the
multi-threading approach is the total number of available processors (or cores)
which is limited to the number of processors available on a single compute node.
As of 2013, high-end processors (e.g., Intel Xeon E7 family) provide up to 10
cores with support for hyper-threading which effectively doubles the number of
threads that be executed concurrently. Another limitation is the memory avail-
able. Large-scale simulations that require large amounts of memory may be too
big to fit into the memory of one compute node. Nevertheless, one important ad-
vantage of multi-threading solutions is the significantly reduced communication
overhead needed for synchronisation. Given the current trend towards many-core
processors, multi-threading solutions deserve serious consideration.

The work by Barceló et al. [2] is very relevant to the work presented in this
paper. They describe the multi-threaded execution engine used for AIMSUN2
and analyse its performance. Their execution engine is based on the idea of
grouping parts of the road network (i.e., lanes) together in such a way as to
minimise the need for synchronisation. This is the same approach taken by us
in this paper. A key difference between AIMSUN2 and SEMSim Traffic is the
way how traffic is generated. According to [2], vehicles in AIMSUN2 do not
have knowledge about their complete path along the network. In contrast, the
agents in our traffic simulation have complete routes to follow in order to reach
the destination. This is an important difference because route calculation is
computationally expensive and the execution engine presented here takes this
explicitly into consideration.
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A noteworthy and very recent development is the IBM Mega Traffic Simulator
(Megaffic), a microscopic traffic simulation that aims for being used in large-
scale traffic simulation of mega cities [10]. Megaffic is based on a platform for
massive agent-based simulation: X10-based Agent eXecutive Infrastructure for
Simulation (XAXIS) [11]. Suzumura et al. evaluate the performance in terms of
scalability, including an analysis of the scalability on a single node with a different
number of threads [12], showing that Megaffic achieves a five-fold speed-up when
using 12 threads.

3 Simulation Model

The road network is a directed graph in which edges represent lanes and vertices
represent the start and end points of a lane in terms of longitude and latitude co-
ordinates. The length L of a lane follows from the geographical distance between
the start and end point of this lane. A lane is modelled by a spatial queue, i.e.,
a queue of agents in which each agent has also a spatial location relative to the
start point in addition to its logical position in the queue. Figure 1 illustrates the
concept of spatial queues. Agents are not directly placed in the queue. Instead,
place holder objects that have the same size as the agent are placed in the queue.
These place holder objects have a reference to the corresponding agent.

Fig. 1. A lane with an origin N0 and destination N1 is represented by a spatial queue
with length L. This queue can contain an arbitrary number of agents. The index i
indicates the logical position of an agent within the queue. In addition, the spatial
position of the agent is indicated as distance from the origin of the lane N0 to the head
and tail of the vehicle.

When moving forward, agents can crossover from one lane to the next. During
that transition period, an agent can be partially located on one lane and partially
on the next (see Figure 2(a)). Technically this is done by having two place holder
objects in either queue, both of which are referring to the same agent (see Figure
2(b)). Each time step, the place holder objects of the various agents in the simula-
tion are moved forward by some distanceΔs which depends on the agents current
speed. Once an agent is leaving a lane, i.e., when its tail reaches the end of the lane,
the place holder object is removed. Similarly, a new place holder object is created
when an agent is entering a lane when its head reaches the beginning of the lane.
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(a) (b)

Fig. 2. An agent a0 which is overlapping on two lanes (a) has place holder objects in
each lane that reserve the required space for the agent (b). When the agent is moved
forward, all place holder objects associated with this agent need to be moved. If a place
holder object leaves the lane entirely, it is deleted and the agent is entirely part of the
next lane.

This kind of crossing over is not to be confused with lane changes to adjacent lanes
to the left or right for which there is no transition period.

Agent-based traffic simulation requires an agent to perceive its environment
and executing certain actions which include route calculation, lane changes (if
necessary or desired) and moving forward with a certain acceleration and speed.
There are a number of standard models for lane changing and acceleration which
can be found in the literature. For example, car following models (e.g., [7] and
[14]) are used to determine the acceleration of the agent at every time step. This
typically depends on the current speed and the distance to the next car in front
as well as the speed of the car in front. In this paper, we focus on the following
three operations an agent can perform: (1) routing, (2) lane changing and (3)
moving forward (by accelerating and decelerating).

4 Execution Model

Microscopic traffic simulators typically generate fixed traffic before executing the
simulation. Two common practices are using origin-destination matrices (e.g.,
PARAMICS [5]) and stochastic turning ratios at road junctions (e.g., AIMSUN
[2] and VisSim [6]). For example, in case of AIMSUN, agents do not have knowl-
edge about the complete route. Instead their driving directions are based on
some probabilistic decision model. While this execution model avoids calculat-
ing entire routes, it would be too restrictive in the context of nanoscopic traffic
simulation where energy consumption of individual agents is being considered.
An important feature of the execution model presented in this section is the
routing feature which is also the key difference to the multi-threaded execution
engine used in AIMSUN/MT [2]
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In principal, a time-stepped execution models is used as the underlying models
involved in moving agents (such as the car following model) are inherently time-
stepped. However, for any other behavioural models (e.g., decision models) or
vehicle component models this may not be case. Therefore, in SEMSim Traffic we
use a discrete-event engine that allows to schedule events at arbitrary moments
of time. The event triggering of the execution model will be scheduled recurringly
with a certain time interval (typically less or equal to 1 second), thus effectively
emulating time-stepped behaviour. This approach enables to use time-stepped
models alongside with model components that schedule events infrequently.

Since the scope of this paper is the execution model only, we consider time-
stepped execution of the simulation where agents are updated once every time
step. During each of these updates, an agent may re-calculate its route, change
lanes if necessary and move forward. In a multi-threaded by-agent parallel exe-
cution model, all agents are distributed to multiple threads each of which is ex-
ecuting the various operations. This naive form of parallel execution may cause
significant synchronisation overhead: initialising an agent (i.e., placing an agent
on a lane), changing lanes or moving forward requires information of the state
of multiple lanes. In order to maintain the integrity of a spatial queue, it is
important that only one thread is operating on a queue at a time.

There are five synchronisation cases that requires threads to have varying
mutually exclusive access to lanes: (1) inserting an agent into a queue (i.e.,
placing an agent onto a lane), (2) changing lanes, (3) moving forward without
overlaps, (4) moving forward with overlap to the next queue and (5) moving
forward with overlap to the previous queue. These cases are illustrated in Figure
3. A thread that operates on the granularity of agents needs mutually exclusive
access to various spatial queues. During this operation, none of the other agents
that are contained by the affected lanes can be processed as the exclusive access
concerns the entire spatial queue.

Efficient parallelisation requires to minimise the need for synchronisation. This
can be achieved by forming blocks of queues that are direct or indirect neighbours
to each other. Neighbouring lanes are those lanes that can be reached by changing
lanes. For example, if a road splits into two different directions, then the lanes of
those two alternatives are not considered neighbours since lane changing between
them is impossible. Figure 4 shows an example how several spatial queues are
grouped together to form blocks.

Based on the concept of blocks, we can now introduce an alternative execu-
tion engine which performs block processing rather than processing by agents.
The execution model is thus referred to as by-block execution model. The by-
block parallel execution model has the advantage that threads operate on the
granularity of blocks rather than agents. As a consequence, the above-mentioned
synchronisation cases (1), (2) and (3) are completely eliminated as agent place-
ment on lanes, lane changing and moving forward without overlaps is done within
the boundaries of a single block. Since only one thread can process a block, there
are only potential needs for synchronisation in cases (4) and (5).
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(a) (b) (c) (d) (e)

Fig. 3. Overview of the various synchronisation cases where threads need mutually
exclusive access to spatial queues. Inserting an agent into a queue requires mutually
exclusive access of this queue (see 3(a)). Changing lanes requires mutually exclusive
access to the current lane and the target lane (see 3(b)). Moving forward requires
mutually exclusive access at least to the current lane (see 3(c)). In case the agent is
moving from one queue to another, mutually exclusive access to the next or previous
queue is also needed (see 3(d) and 3(e), respectively).

Fig. 4. Overview of grouping spatial queues to blocks. Spatial queues that belong to
different branches are not grouped into one block because lane changing between them
is impossible. For example, spatial queues q0 and q1 belong to a different block than
spatial queue q2.

We further reduce the probability of synchronisation by declaring blocks either
as ’even’ blocks or ’odd’ blocks and processing them in batches. Which block is
declared ’even’ or ’odd’ is arbitrary and not important so as long it is guaranteed
that adjacent blocks are never of the same group. For example, consider Figure
4. If block b0 is, say, ’even’ then it follows that blocks b1, b2, b3, b4 and b5 are
’even’, ’odd’, ’even’, ’odd’ and ’odd’, respectively. Even and odd blocks are also
kept separately in different sets B0 and B1. The first batch will process even
blocks and the second batch will process odd blocks.
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The by-block execution model, illustrated in Algorithm 1, performs two differ-
ent steps. Step 1 is concerned with updating the routes of newly created agents
or existing agents that need to change their route. Step 2 processes the blocks
and updates the position of the agents in the various blocks. Step 2 is executed
twice, first for the even blocks in B0 and then for the odd blocks in B1. A
multi-threading parallel execution engine can be realised by having n threads
performing the necessary operations during Step 1 and Step 2. For this purpose,
each Step 1 worker thread removes one agent a from A and processes it. Sim-
ilarly, Step 2 worker threads remove a block b from B and process it. Worker
threads will continue until agents in A or all blocks in B have been processed.
The processed agents and blocks are then consolidated and represent the set of
agents and blocks that are being processed in the next cycle.

Algorithm 1. By-block execution model

A← ∅;
B0 ← ∅;
B1 ← ∅;
repeat

t← t+ δt;
A← A∪ generate new agents(t);
perform step1(A);
perform step2(B0);
perform step2(B1);

until A = ∅;

5 Experimental Evaluation

We evaluate the proposed parallel by-block execution model in two ways. First,
we analyse the efficiency during the execution of Step 1 and Step 2 depending on
the number of agents for an increasing number of threads. Second, we analyse
the achieved speed-up depending on the number of agents for an increasing num-
ber of threads. For evaluation purposes, a Java implementation of the execution
engine has been used. For the simulation scenario, we use road network of Singa-
pore and generate traffic up to 20,000 agents in a 2-stage experiments. In Stage
1, the simulation generates agents up to a limit of 20,000 agents at which point
Stage 2 begins. In Stage 2 no new agents are generated and no route calculations
take place. The 2-stage approach is used in order to see the impact of Step 1
on the overall performance. The experiments have been performed on a system
equipped with one Intel i5-2520M CPU with 4 cores, running at 2.5 GHz, and 8
GB memory.



A Multi-threaded Execution Model 9

We compare the efficiency E1 and E2 of Step 1 and Step 2, respectively, by
measuring the time spent on useful computation tu in comparison to the total
time ts spent to perform a step:

E =
tu
ts

(1)

Overhead is caused by thread synchronisation and the time required to ini-
tialise the worker threads and the idling time by worker threads that need to
wait for other threads to finish. In particular the latter can cause significant
overhead if all threads except one have already finished their execution and need
to wait for the last thread to finish. The overhead can be expected to increase
with the number of threads. This is also supported by our experimental results,
shown in Figure 5.
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Fig. 5. Efficiency of Step 1 (5(a)) and Step 2 (5(b)) execution depending on the number
of threads

Figure 5 illustrates the efficiency of Step 1 and Step 2 depending on the
number of threads used. The efficiency for Step 1 is significantly better than
the efficiency for Step 2. This indicates that Step 2 is of greater importance in
order to achieve good scalability. Figure 6 shows the average number of thread
synchronisations during a single Step 2 execution. These results indicate that
synchronisation is not a significant obstacle in order to achieve good scalability.
Inefficiencies in Step 2 are thus due to thread initialisation and idling.

Regardless the issue of efficiency, the actual time spent on Step 1 and Step 2
is very different. Figure 7 illustrates the execution speed of the simulation dur-
ing Stage 1 (with routing and thus with Step 1) and Stage 2 (without routing
and thus without Step 1). Simulation execution during Stage 2 is faster than
during Stage 1 by the order of roughly one magnitude. This somewhat reduces
the impact of lower efficiency for Step 2 as Step 1 is more important in terms
of execution time. However, as we explained in Section 1, SEMSim Traffic will
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Fig. 7. Execution speed of the simulation in terms multiple to real-time for Stage 1
(7(a)) and Stage 2 (7(b))

incorporate vehicle component models that need updating which may be trig-
gered during Step 2. This may change the proportions of Step 1 and 2 to the
overall execution time significantly.

6 Conclusions and Future Work

An efficient execution model is crucial for large-scale agent-based traffic simu-
lation of an entire city. An important feature of any agent-based simulation is
the ability of agents to react to perceived changes in the environment. In the
context of agent-based traffic simulation, for example, this refers to the ability
of the agent to change its route. This feature is often not supported by many
microscopic traffic simulations that use a more or less static form of traffic as-
signment. The AIMSUN2 engine, to which our approach is most closely related,
does not consider explicit routing. In contrast, SEMSim Traffic requires agents
to be able to change their routes. Our execution engine thus explicitly includes
the case of routing in a two-step execution model.
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Our results indicate that the simulation time is dominated by Step 1 (rout-
ing) for which a high degree of efficiency can be achieved. Future work will focus
on improvements for the efficiency of Step 2 as well as the evaluation of our
multi-threading execution engine on more cores. Furthermore, we will investi-
gate possible hybrid approaches that combine the advantages of distributing the
simulation on multiple multi-core shared memory nodes.

A by-agent execution model, in which all agents are updated concurrently by
different threads, may be the more natural execution model for an agent-based
simulation. However, it will also inevitably lead to more synchronisation cases.
In contrast, the by-block execution model minimises the need for synchronisa-
tion and does not alter the agent-based model itself, i.e., agents are updated in
exactly the same way in both execution models. The only difference is the actual
sequence in which agents are being updated. This may affect the behaviour of
the model. Future work will thus investigate the qualitative differences between
the two execution models.
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lation with DynaMIT. In: Barceló, J. (ed.) Fundamentals of Traffic Simulation.
International Series in Operations Research & Management Science, vol. 145,
pp. 363–398. Springer, New York (2010)

4. Ben-Akiva, M., Koutsopoulos, H.N., Toledo, T., Yang, Q., Choudhury, C.F., An-
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Abstract. As the processor has entered the multi-core/many-core era, the paral-
lel processing capability of a single processor can be improved in scale with in-
creasing cores. However, for the high performance computation (HPC) clusters, 
the improvement of inter-node communication latency is far behind of the per-
formance improvement of processors. As a result, communication latency often 
becomes the performance bottleneck of most HPC applications. This paper fo-
cuses on solving the communication latency problem of adjacent inter-action 
simulation on multi-core/many-core clusters, and pro-poses an optimized  
algorithm for adjacent interaction simula-tion on modern general purpose 
graphic many-core architec-tures and an O(B+2R) algorithm for inter-node la-
tency-hiding. The theoretical analysis and experimental result show that the 
techniques proposed in this paper can effectively improve the performance of 
adjacent interaction simulation on multi-core/many-core clusters. 

Keywords: adjacent interaction simulation, communication latency-hiding, pa-
rallel processing, multi-core/many-core cluster. 

1 Introduction 

The computation model of adjacent interaction simulation is widely used in physical, 
biological, economical and many other areas’ simulated computations. As the scales 
of the simulation entities are growing with the simulation scale requirements of these 
applications, the performance demands on the computation platforms which are used 
for these adjacent interaction simulations is growing too. As for the memory and per-
formance limits, the sequential execution method can only be used for adjacent inte-
raction simulations in small scales. Thus, parallel simulation is a natural choice to 
meet the large scale requirement of adjacent inter-action simulations. However, one 
major problem with parallel adjacent interaction simulations is that the computations 
of entity’s state updates in each time step are very fast com-pared with the communi-
cation latencies between different processing nodes on different hierarchies.  
Therefore, the state update synchronization cost can become a severe performance 
bottleneck, when distributing the simulation entities to different processing nodes. As 
a result, the speedup achieved by parallel execution of adjacent interaction simulation 
may not scale well with increasing processing nodes, and the communication latency 
is one of the factors that limit the scalability and performance speedup of parallel 
adjacent interaction simulations on distributed computation environments [1], [2]. 
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The simulation entities in adjacent interaction simulations are usually organized in 
grid layout. A simulation entity in a grid cell interacts with the entities in adjacent 
cells, as showed in Fig. 1. For parallel execution, the entities on border cells need to 
read states from the entities on remote processing nodes and send their own states to 
remote nodes correspondingly. The reading/sending entities’ states must be completed 
in one time step for the correctness of the computations. When the simulations are 
executed on a hierarchical heterogeneous cluster, communication and synchronization 
cost can seriously affect the speedup achieved by parallel execution, which prolongs 
the synchronization time in the conservative simulation algorithm, or increases roll-
back ratio in the optimism algorithm. As a result, latency hiding mechanism must be 
designed to alleviate the communication cost on different hierarchies. 

1 2 3

4 5 6

7 8 9

 

Fig. 1. An illustration for adjacet interaction simulation model 

In recent years, the leading graphics processors have already reached the 
processing ability of TFLOPS, as they use many-core design for massive parallel 
processing compared with multi-core general purpose CPUs. Furthermore, using 
GPUs for accelerating general purpose parallel computations can be very easy with 
aid of GPU programming frameworks. As a result, equipping processing nodes with 
GPUs has become a trend in today’s HPC clusters. However, on the other hand, as for 
the special processor architecture design of GPU, exerting the high performance of 
GPU is highly depending on the program’s implantation. 

This paper focuses on parallel adjacent interaction simulation, and proposes an op-
timized algorithm for adjacent interaction simulation on modern general purpose 
graphic many-core architectures and an O(B+2R) algorithm for inter-node latency-
hiding. The theoretical analysis and experimental result show that the techniques pro-
posed in this paper can effectively improve the performance of adjacent interaction 
simulation on multi-core/many-core clusters. 

2 Related Work 

The adjacent interaction simulation model is used in many areas’ simulated computa-
tions. The most commonly used among them are fluid flow simulation, massive adja-
cent interacting agent simulation, stencil computation, and so on. 

In the fluid flow simulations based on the Lattice Boltzmann Method [3], each cell 
is associated with several attributes. At discrete time steps, the attributes are updated 
to determine the dynamics of a flow field. Stam proposed a widely used “stable flu-
ids” method for the computation of fluid flow speed in [4]. Harris proposed a shading 
language based 2D fluid flow implementation for Stam’s method in [5].  
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Among the well known agent modeling and simulation systems are Repast [6], 
Swarm [7], JAMES [8], and so on. However, most of these agent simulation systems 
use sequential execution mechanism. Until recent years, parallel executed agent simu-
lation systems have been developed, such as SEAS [9], and the agent simulation sys-
tems described in [10], [11]. 

Aaby’s work [12] is the most related to this paper. In [12] a B+2R latency hiding 
algorithm was proposed for parallel agent simulations, which achieved remarkable 
performance speedups on both CPU and GPU clusters. But there are still three de-
fects. First, on the CPU clusters, R should be very large to get the optimal speedup. 
Second, GPU storage capacity restrictions make the R value can’t be too large, so it is 
difficult to reach the maximum speedup. Third, all processing nodes must synchronize 
with each other after every R time steps, so 1/R of the communication latencies can’t 
be hidden. 

The researches on stencil computation in recent years include: Automatic paralleli-
zation of stencil computation was reported in [13] in the context of a one dimensional 
Jacobi code on a 32 node (single core) platform; a detailed empirical study of stencil 
computation optimization on several multi-core CPU based architecture (but restricted 
to a single GPU) was reported in [14]. 

3 Methodology 

3.1 Memory Access Latency-Hiding for GPU 

1) A Primary GPU Implementation Based on CUDA 
Current widely used general programming frameworks for GPUs are CUDA [15] and 
OpenCL [16]. As the two programming models are similar to each other, the GPU 
algorithms proposed in this paper are using CUDA frame-work for implementation.  

Take the computation of two-dimension adjacent inter-action simulation for an ex-
ample. A direct and primary im-plementation for adjacent interaction simulation on 
GPU based on CUDA programming framework is updating the value of a single cell 
by a single GPU thread. That is, each thread using thread indices (i.e. threadIdx.x and 
threadIdx.y) indexes a corresponding cell and updates its value in each time step. This 
way of implementation has two major short-comings: first, the on chip memory sto-
rage is not effectively utilized; second, if a thread only updates a single cell, a great 
deal of GPU threads need to be spawn, which will put heavy burden on the GPU 
threads scheduling. Different from CPU, current GPUs have no hardware cache me-
cha-nism for automated caching off chip memory accesses. In-stead, current GPUs 
use so called Shared Memory for re-ducing the cost of off chip memory access. The 
data in Shared Memory (SM) are manually moved from or to off chip memory, and 
are shared between threads that are in the same Streaming Processor (SP). Accessing 
data in SM is much faster than direct accessing from off chip memory. Effectively 
utilizing SM can greatly improve the perform-ance of GPU based algorithms. The 
algorithm in Fig. 2 presents a primary implementation for adjacent interaction simula-
tion on GPU with the utilizing of SM. For the clarity of this algorithm, the computa-
tions of borderline cells are not shown. 
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Algorithm 1. A primary implementation for two-dimension adjacent interaction 
simulation on GPU 

//TH_WIDTH: number of threads within a thread block 
__shared__ ds_cell[TH_WIDTH][3];  
 
//tx0 is used for indexing memory reading position•  
//tx1 is used for indexing memory updating position 
initialize tx0, tx1; 
ds_cell[threadIdx.x][0]..[2] • d_cell[tx0],d_cell[tx0 + 
SIZE],d_cell[tx0 + 2*SIZE]; 
__syncthreads(); 
//Precomputing the data in the first row 
Update(d_cell[tx1], ds_cell[threadIdx.x][0]..[1]); 
idx0 = 0; idx1 = 1; idx2 = 2; 
for i = 1 to SIZE –1 do 
  update tx0, tx1; 
 __syncthreads(); 
//Preloading 
ds_cell[threadIdx.x][idx0] = d_cell[tx0 + SIZE * 2]; 
Update(d_cell[tx1], ds_cell[threadIdx.x][0]..[2]); 
idx0 ++; idx1 ++; idx2 ++; 
idx0 = idx0 % 3; idx1 = idx1 % 3; idx2 = idx2 % 3; 
endfor 

Fig. 2. A primary algorithm for two-dimension adjacent interaction simulation on GPU 

The central idea of algorithm in Fig. 2 is utilizing three rows of SM to cache the 
cell values which need updating computation. At the beginning of the algorithm, the 
threads within a thread block work together to load three rows of data to SM from off 
chip memory. As threads load data from contiguous memory addresses, the GPU 
memory access bandwidth can be fully utilized, which can greatly improve memory 
accessing efficiency. After loading data and before entering the main loop, the first 
row of data is pre-computed. In the main loop, each thread is responsible for updating 
one cell. When writing the updated value back to memory, the accessing addresses 
can be contiguous again. At the end of the main loop, the idx0, idx1 and idx2 are up-
dated in a circular way. As a result, at the beginning of the next loop, the oldest row 
of SM can be used to cache the new data, whereas the other two rows of SM can be 
used for computation. 

After simple analysis, it is not hard to see that a thread utilizes three SM cells on 
average in Algorithm 1, and accesses off chip memory two times (a loading and a 
saving) for each loop iteration. After all the cells have been updated in a time step, a 
global synchronization is needed. This global synchronization can regarded as com-
munication synchronization between different SPs within a GPU. As the values of 
border cells must be updated by the threads on other SPs before a new time step, 
which can only be carried out by synchronization on CPU side under current CUDA 
programming framework. 
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2) An Optimized GPU Implementation Based on CUDA 
In Algorithm 1, the number of utilized SM cells is three times the number of threads, 
which is far from reaching the maximum SM cells can be utilized. An important way 
of optimizing Algorithm 1 is fully utilizing the SM to minimize memory access laten-
cy. The Algorithm 2 in Fig. 3 presents an improved implementation which fully uti-
lizes the SM. Again, for the clarity of this algorithm, the computations of borderline 
cells are not shown.  

 
Algorithm 2. An optimized implementation for two-dimension adjacent interaction 
simulation on GPU 

// TH_WIDTH: number of threads within a thread block 
__shared__ ds_cell[TH_WIDTH][TH_WIDTH];  
__shared__ ds_tmp[2][TH_WIDTH]; 
 
//Loading data from off chip memory to SM 
for i = 0 to TH_WIDTH - 1 do 
Load ds_cell[i][threadIdx.x] from d_cell 

__syncthreads(); 
for r = 0 to R - 1do 
for i = r + 2 to TH_WIDTH - (r + 1) -1 do 
update(ds_tmp[i % 2][threadIdx.x]); 
__syncthreads(); 
ds_cell[i - 1][threadIdx.x] = ds_tmp[(i - 1) % 

2][threadIdx.x]; 
endfor 

endfor 
__syncthreads(); 
//Writing result back to off chip memory 
for i = R to TH_WIDTH – R - 1 do 
Save ds_cell[i][threadIdx.x] to d_cell 

Fig. 3. A primary algorithm for adjacent interaction simulation on GPU 

The central idea of Algorithm 2 can be depicted by Fig. 4. To maximize the utiliza-
tion of SM and reducing the number of global synchronization, for a certain SP, the 
whole sub-grid data which will be updated by this SP and the cell data on the R rows 
and R columns which are neighboring to this sub-grid are loaded into the SM of this 
SP. As a result, TH_WIDTH*TH_WIDTH units of SM will be occupied. In addition, 
TH_WIDTH*2 units of SM is claimed as swap space for cell data updating. At the 
time of first iteration, the cells within row 2nd to row (TH_WIDTH-1)th and column 
2nd to column (TH_WIDTH-1)th are updated. As the border data are pre-loaded, the 
computation correctness of first iteration can be guaranteed. At the time of second 
iteration, the cells within row 3rd to row (TH_WIDTH-1)th and column 3rd to column 
(TH_WIDTH-1)th are updated. As the border data of this iteration are the results of 
the first iteration, the computation correctness can also be guaranteed. The outmost 
loop will do R-1 iterations in total. During these R-1 iterations, the computation cor-
rectness of block B1,1 can be guaranteed. 
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Fig. 4. An illustration for Algorithm 2 

The central idea of Algorithm 2 is using extra computations to compensate  
memory access latencies. It is not hard to see that, in Algorithm 2, only two memory 
accesses (a loading and a saving) are needed on every R updates. Compared with 
Algorithm 1, (R-1)*(TH_WIDTH-R) *(TH_WIDTH-R) off chip memory accesses 
can be saved for each kernel function call. Thus, Algorithm 2 is more efficient than 
Algorithm 1. 

3.2 O(B+R) Communication Latency Hiding Algorithm for Multi-node 
Platform 

Here, we proposed an optimized B+2R algorithm, named O(B+2R) for short, to over-
come some of the defects of B+2R algorithm, which discussed in the above related 
work. 

1)  The Principle of O(B+2R) Algorithm 
The structure of our O(B+2R) scheme is similar to that of B+2R scheme, in which 
sub-grids are padded on the sides by R layers of surrounding data. In order to make it 
more clearly to illustrate the principle of the O(B+2R) algorithm, we simplify the 
model here, which only consider one-dimensional. We cut out the horizontal direction 
part of the neighborhood interaction model as shown in Fig. 5. The agent in 5th cell 
will read the states of the agents in the 4th cell and 6th cell to do the next state compu-
tation on each time step. Fig. 6 shows the extracted part, which is framed by bold 
lines, from the (B+R)×(B+R) block  for illustration. 

 

Fig. 5. Simplified agent interaction model 
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Fig. 6. Extracted part for illustration 
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Fig. 7. Promoting process of O(B+2R) algorithm 

Fig. 7 illustrates the communication and computation at successive (up to R+1)  
simulation time steps. Vertical axis represents the simulation time [2], i.e. logical  
time step. Each sub-figure shows system status at different wall time in which T is a 
symbol representing physical time overhead for each time step. At simulation initiali-
zation, the external R layers load the status of remote agents to be simulated by 
neighboring blocks assigned to other independent processing elements as their initial 
state values, as shown in Fig. 7(b)-(c). In the first R-1 time steps, the external R layers  
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compute their next states based on these initial values. At each time step, the inner  
R-th agent, which is marked by !  in Fig. 7, is sent to the neighboring remote paral-
lel node which contains its adjacent block. If network transmission time is equal to the 
computation time overhead of R-1 time steps, the remote node will receive the value 
of the agent state after the simulation advancing R-1 time steps. Similarly, at R-th 
time step, local node receives the agent state value sent by its neighboring node before 
R-1 time steps, as shown in Fig. 7(d). Local node then updates the outermost agent 
state to this received value, which is marked by !  in Fig. 7(d). Based on this up-
dated state and the history states, the remaining outer R-1 layers can compute their 
next states correctly, which marked by √  in Fig. 7(d). As a result, at the next time 
step, the inner B x B block can read correct adjacent agent state values. If a proper R 
value is selected, the simulation system can advance correctly with no network laten-
cy waiting overhead, as shown in Fig. 7(e). 

2) Analytical Model 
Assuming that the total number of simulation time steps is much larger than 1, so here 
time overhead during initialization are ignored, i.e., only consider the performance 
analysis in the main loops. 

Let Fc1 be the computation time for Line 1.5.1 in Algorithm 1 at one iteration (i.e., 
one simulation time step) and Fc2 be the computation time for Line 1.5.4 and Line 
1.5.4.1. Note that 

cf (X) is the computation cost function for agents in a given region 

X. Fc1 and Fc2 is calculated as follows: 

1 (B)c cF f≡  

2 li lj ri rj li lj ri rj

li lj ri rj

(< t -1, t -1, b +1, b +1, 1>) (< t -2, t -2, b +2, b +2, 1>)

(< t -(R-1), t -(R-1), b +(R-1), b +(R-1), 1>)
c c c
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F f f

f

≡ + +

+

 

If a is an implementation-specific computation constant and N is the degree of par-
allelism in the computation for B×B block, then 

2
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2
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If the constant C1 is the local overhead (not including network delay)  
for Send(<tli+R-1, tlj+R-1, bri-R+1, brj-R+1, 1>) operation, then the total time  
overhead for Block 1 in Algorithm 1 is calculated by C1 + Fc1. If the constant w and 
C2 are the waiting overhead and copy overhead respectively for receive operation  
in Line 1.5.3, then the total time overhead for Block 2 in Algorithm 1 is calculated  
by w + C2 + Fc2. 
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Let F be the total run time for one simulation time step. If code Block 1 and Block 
2 in Algorithm 1 run in parallel, then 

2 2 1 1max{ , }c cF w C F C F= + + +  
2

2 1

1
max{ 4 ( ) 4 4 , }

2

aB
w C a B R aB a C

N
= + + − − + +

 

The waiting time of Receive function, i.e., the value of w, depends on how much 
the network transmission delay is hidden by the local computation for R-1 time steps. 
Their relationship can be described by w =

1( 1)nw cf R F− − × . In order to make w equal 

zero, we make derivation from
1( 1) 0nw cw f R F= − − × =  and get 

2
1

1 1nw nw

c

f f N
R

F aB
= + = + . 

So we can obtain the following conclusion from this equation: the optimal value of R 
depends on network delay, and the finer the granularity of the agent model is, the 
greater the R value should be taken. 

3.3 B+2(R×r) Communication Latency Hiding Algorithm for CPU+GPU 
Cluster 

Because the memory access and execution of CPU and GPU are in different ways, the 
communication latency hiding schemas are also different. Due to data transmission 
between the GPU memory and main memory require relatively large time overhead.  
So, if GPU platform adopts the O(B+2R) algorithm which is introduce in the previous 
section for CPU cluster, it would have to do data transmission with the outside main 
memory at each time step,  which will take large time overhead. Here we introduce 
an r to make GPU communicate with main memory once in r time step. The corres-
ponding communication latency hiding algorithm is called B+2(R×r) algorithm. 

Fig. 8 shows B+2(R×r) algorithm at the 5-th time step and the 7-th time step for the 
R value with 3 and r value with 2. It can be observed that initial values of the external 
R×r layer simulation entities are read at initialization, which is different from 
O(B+2R) algorithm. What’s more, communication between local and remote node is 
done at each time step in O(B+2R) algorithm, but in B+2 (R×r) algorithm it is done 
every r time steps. At each communication, state-values of the simulation entities 
from the inner (R×r-r)th layer to the (R×r)th layer are sent. The received remote emu-
lation entities’ state are used to update the states of the external r layer simulation 
entities. Then based on these received states and the historical states of the simulation 
entities in outer layers, the states of the r layers simulation entities adjacent to the 
internal B×B block can be computed correctly. With these r layers simulation enti-
ties’ states, simulation on GPU can continue to move forward r time steps correctly.  

For B+2(R×r) algorithm, due to the introduced r, theoretical analysis shows that 

when R equals 2 1nwf

aB
r L

N

+
+ , F can achieve the optimal value, where L is the time 

overhead of data exchange between GPU’s global memory with main memory. 
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Fig. 8. Promoting process of B+2(R×r) algorithm (R=3, r=2) 

4 Experiment and Evaluation 

Our experiments use POSIX threads for thread-level parallelism and MPI for inter-
node communication. Operating system is Kylin Server 3.1 with GCC version 4.1.2. 
We choose CUDA for GPU computing. Test cases are the classical Game of Life 
(GOL) model and the leadership relationship (LDR) model. The GOL model is more 
fine-grain than the LDR model. 

Fig. 9 shows the experimental results of 160,000,000 scale GOL model running on 
GPU cluster with 16 nodes. We can observe that proper values assignment to R and r 
can reach a hundred speedup. Note that, the speedup here is a relative speedup to the 
execution without any latency-hiding scheme, rather than parallel speedup relative to 
serial execution. 
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Fig. 9. Relative speedup of GOL on GPU cluster using latency-hiding scheme 
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Parallel speedup of GOL on GPU cluster compared with sequential execution is 
given in Fig. 10. Comparing Fig. 10 with Fig. 9, we can find that the parallel speedup 
relative to serial execution is less than the speedup relative to the parallel execution 
without any latency-hiding scheme. This is due to that without the communication 
latency hiding techniques, the performance of parallel execution is even worse than 
the serial execution for some fine-grain models. We can draw the following conclu-
sions: our communication latency hiding technology makes achieving parallel spee-
dup become possible for some fine-grain adjacent interaction application. What’s 
more, in general, parallel speedup will not exceed 16 on 16-nodes cluster, but Fig. 10 
shows the speedup can reach 30 under certain configures of R and r. This is because 
that the B+2(R× r) communication latency hiding techniques improve the perfor-
mance of sub-blocks’ serial execution on single-node GPU. 
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Fig. 10. Parallel speedup of GOL on GPU cluster compared with sequential execution 

5 Conclusions 

For large scale adjacent interactive simulation application with fine-grained model on 
multi-core/many-core cluster, communication optimization techniques still can not 
achieve sufficient communication latency hiding. To overcome some of the defects of 
B+2R algorithm, we proposed O(B+2R) algorithm to improve parallel performance. 
The principle of this algorithm is "calculation trade communication". An analytical 
model for this algorithm is presented to tell how to select R value to reach the best 
speedup. Compared to B+2R algorithm, theoretical analysis and experimental result 
show that the algorithm proposed in this paper has the following advantages when 
running on cluster: 1) it can hide more communication latency; 2) a smaller R can 
satisfy the best communication latency hiding. 
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Abstract. In order to verify and evaluate the C4ISR systems before they are 
built, this paper proposes an approach to make the architecture developed by  
DoDAF executable. The model transformation technologies in model driven 
architecture are used to transform the architecture products, such as composite 
structure diagram, state machine diagram, activity diagram and sequence 
diagram, to single Simulink models and comprehensive Simulink models. The 
proposed approach can also effectively reuse the existing simulation blocks in 
the Simulink library to strengthen the ability of the generated Simulink model 
from architecture. Through the execution of the generated Simulink models, the 
data from the simulation can be used for the verificaiton and evaluation of the 
CRISR architecture. The case study shows the feasibility of the proposed 
approach. 

Keywords: Executable C4ISR architecture, DoDAF, Simulink, Model 
transformation. 

1 Introduction 

Architecture, which is defined as the fundamental organization of a system embodied 
in its components, their relationships to each other and to the environment, and  
the principles guiding its design and evolution [1], plays an important role in the de-
velopment cycle of the complex interactive systems, such as C4ISR systems. Depart-
ment of Defense Architecture Framework (DoDAF) and other architecture frame-
works have been mandated as the guide for the development of the C4ISR systems’ 
architecture in many countries. However, one problem existing in the current frame-
works is that they prescribe only static representations of the architecture description. 
These static representations include Unified Modeling Language (UML), ICAM  
Definition Languages (IDEF), text, and table, and so on. As a result, they cannot ef-
fectively support the simulation and validation of the architecture in the design stage. 

Some efforts have been done to make the architecture developed by DoDAF ex-
ecutable through transforming the DoDAF products/models to some executable mod-
els, such as Petri Nets, Markov Chain, and System Dynamics. Reference [2] proposes 
the method of transforming activity diagram of UML to Colored Petri Net (CPN) 
based on the semantic information extracted. Reference [3] proposes the method of 
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transforming sequence model of SysML to CPN. Reference [4] presents an approach 
called 4-dimension modeling approach to support the derivation of the HCPN (Hie-
rarchical CPN) executable model from a set of DoDAF operational products, which 
helps to support the validation and evaluation of the integrated system architecture’s 
dynamic behavior. Reference [5] proposes the issues and concept of automatic trans-
formation from activity diagram to CPN model supported by CPN Tools. Reference 
[6] presents the methodology of transforming OV-2, OV-5, OV-6b and OV-6c (using 
UML class diagram, activity diagram, state diagram and sequence diagram separate-
ly) in DoDAF to an extended CPN separately. Reference [7] describes how to use 
xUML to describe architecture in model driven architecture (MDA). Reference [8] 
gives the approach of transforming activity diagram with swim lane to ExtendSim for 
validating some measures of performance. Reference [9] summarizes the use of Do-
DAF to create four types of common executable models including Markov Chain, 
Petri Nets, System Dynamics and Mathematical graphs. References [10-12] extend 
DoDAF with DEVS to allow the DoDAF having the ability to generate DEVS models 
supported by simulation tools of DEVS. References [13, 14] also propose how to 
build  the executable architecture enviroment during the conceptual analysis and 
design phases.  

We found that many researches mentioned above about how to make the DoDAF 
executable have the following characteristics: 1) focused on validating the correctness 
of the logic and behavior for certain models in the architecture; 2) transformed models 
or products in architecture to executable models separately (e.g., activity or state dia-
gram to Petri Net), which constrained the ability of the generated executable models 
to evaluate more user concerns such as measures of performance (MoP) and measures 
of effectiveness (MoE), which indicates the integral propriety of  the C4ISR Sys-
tems; 3) established the executable models manually, which would easily lead to the 
extra workload and inconsistency; 4) could not combine the legacy simulation com-
ponents effectively to reduce the effort and improve the accuracy of simulation. And 
the reasons are that the chosen executable models used in the above research always 
have rigid and formal mathematical representations, such as Petri Nets, which are fit 
for verifying the logic and behavior cf one single model, but not fit for simulating 
complex situations. 

As one widespread used modeling and simulation tool, Simulink has been con-
cerned in the design stages of some kind of systems. Reference [15] summarizes how 
UML and Matlab/Simulink can be associated and what is the impact of SysML. Ref-
erence [16] couples a UML based CASE tool (Rose RealTime) and Simulink to allow 
simultaneous simulation. Reference [17] proposes to map composite structure dia-
gram and activity diagrams of UML to Simulink for the verification of real time em-
bedded systems in the design stage. References [18, 19] also propose the combination 
of UML/SysML and Simulink for verification of embedded control systems. And 
these works are the basis of our research. 

Our previous work [20] has proposed the idea of using Simulink to make the Do-
DAF architecture executable, but the details are not introduced. In this paper, we pro-
pose the approach of executing the DoDAF architecture of C4ISR systems based on 
Simulink. The MoPs and MoEs of C4ISR can be evaluated through the proposed 
approach, but that does not mean the logic and behavior of the DoDAF models cannot 
be verified through the approach.  
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The remainder of this paper is organized as follows. Section 2 gives a brief intro-
duction of DoDAF and Simulink. Section 3 introduces the framework of our approach 
and details the transformation of the DoDAF products to Simulink models. Section 4 
uses a case study of C4ISR system to validate the feasiblity of the proposed approach. 
And section 5 concludes the paper. 

2 DoDAF and Simulink 

2.1 DoDAF 

All departments of United States of America that participating in the development of 
defense systems have been obliged to use DoDAF as the framework for architecture 
description. Because DoDAF can guarantee that all architecture descriptions devel-
oped by different departments of defense could correspond with each other and they 
should be integrated easily. In this paper, we use DoDAF 1.5, which is released in 
2007, as the guide for describing architecture. Operational View (OV), System View 
(SV), Technical View (TV) and All View (AV) are included in DoDAF 1.5. The  
Operational View describes tasks, activities, participating nodes, and associated in-
formation exchanges required to perform a mission. The System View describes the 
systems of concern and their connections in the context of the OV. The Technical 
View describes a profile of the minimum standards and rules that govern the imple-
mentation, arrangement, interaction and interdependence of the systems described in 
the SV. The All View describes the overarching aspects of an architecture than relate 
to all three other views. Each view also includes some products, and most of these 
products can be described using UML or its profiles like SysML. The products that 
related with the implementation of executable models of DoDAF in our approach and 
their UML presentations are listed as follows: 

• Operational Node Connectivity Description (OV-2): describes operational nodes, 
operational activities performed at each node, connectivity and information ex-
change needlines between nodes. Composite structure diagram can be used; 

• Operational Activity Model (OV-5): describes capabilities, operational activities, 
relationships among activities, inputs, and outputs; overlays can show cost, per-
forming nodes, or other pertinent information. Activity diagram can be used; 

• Operational State Transition Description (OV-6b): identifies business process res-
ponses to events. State machine diagram can be used; 

• Operational Event Trace Description (OV-6c): traces actions in a scenario or se-
quence of events. Sequence diagram can be used; 

• Systems Interface Description (SV-1): identifies systems nodes, systems, system 
items, services, and service items and their interconnections, within and between 
nodes. Composite structure diagram can be used; 

• Systems Communications Description (SV-2): describes systems nodes, systems, 
system items, services, and service items and their related communications lay-
downs. Composite structure diagram can be used; 

• Systems State Transition Description (SV-10b): identifies responses of a sys-
tem/service to events. State machine diagram can be used; 
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• Systems Event-Trace Description (SV-10c): identifies system-specific refinements 
of critical sequences of events described in the OV. Sequence diagram can be used; 

The DoDAF 2.0, which is proposed in 2009, is a slightly different from DoDAF 1.5 in 
the organization of views and data. But the views of DoDAF 1.5 used in our approach 
all have the corresponding views (called viewpoints) in the DoDAF 2.0. And the ap-
proach proposed in this paper can be easily adapted to DoDAF 2.0. 

2.2 Simulink 

Simulink is a block diagram environment for multi-domain simulation based on Mat-
lab. It provides a graphical editor, customizable block libraries, and solvers for model-
ing and simulating dynamic systems. The reasons that we choose Simulink to make 
the DoDAF executable are that the Simulink has a strong modeling and simulation 
ability for various complex systems, and many legacy systems or components of 
C4ISR systems were built based on it, so we can effectively reuse them for the better 
simulation and verification of the C4ISR systems. 

Stateflow is one of the predefined blocks contained in Simulink that we will use in 
our approach. It is an interactive design and simulation tool for event-driven systems. 
Stateflow provides the language elements required to describe complex logic in a 
natural, readable, and understandable form. It is tightly integrated with MATLAB and 
Simulink, providing an efficient environment for designing systems that contain con-
trol, supervisory, and mode logic. 

3 Implementation of the Executable DoDAF Based on Simulink 

3.1 Framework 

In order to make C4ISR architecture executable, and  verify and evaluate the C4ISR 
design based on the execution results, we propose to transform the architecture 
products of C4ISR Systems to Simulink model. The framework of our appraoch is 
shown in Fig. 1. 

In our approach, we use ATLAS Transformation Languages (ATL) [21] for the 
transformation. ATL are a model transformation language and toolkit proposed by 
ATLAS research group based on the QVT (Query/View/Transformation). ATL im-
plements the transformation at the meta-model level, which could easily ensure the 
consistency between the source model and target model, and improve the standardiza-
tion of transformation. ATL rules describe the relationships of how the source model 
can be mapped to the target model based on their meta-models. The ATL transforma-
tion engine takes ATL rules, source model and its meta-model and the meta-model of 
target model as inputs, and takes the target model as output. In Fig.1, the Intermediate 
Architecture Model and Intermediate Simulink Model are the source model and target 
model respectively (Their meta-models can be seen in our previous work [20]). These 
two models are not the initial DoDAF products/models and the final Simulink models, 
because the initial DoDAF products/models and Simulink models do not conform to 
the standard used in the ATL. So the Input Adaptor and Output Adaptor are devel-
oped to do the transformation. In MDA, the initial DoDA products/models developed 
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by modeling tools and Simulink models running in Simulink are platform-specific 
models (PSM), while the Intermediate Architecture Model and Intermediate Simulink 
Model in Fig.1 are platform-independent models (PIM). One advantage of using input 
adaptor is that when the architecture modeling tool is changed, only the input adaptor 
needs to be revised.  

 

Fig. 1. Framework of our approach 

In the following section, we will see that some generated Simulink blocks do not 
have concrete logic that can be executed directly. In this situation, we need to develop 
the concrete logic or reuse the legacy blocks that already implemented the logic in the 
legacy systems or Simulink library. The Mappings in Fig.1 list which components in 
the architecture will be mapped to already existing Simulink blocks in the Simulink 
library. And the output adaptor will substitute the corresponding generated blocks 
using the existing Simulink blocks in the Simulink library when the final Simulink 
model are generating. Through reusing the existing Simulink blocks in the Simulink 
library, the generated Simulink model can be executed directly, and the simulation 
ability will be greatly improved, which can not only support the verification of the 
logic and behavior of the products/models, but can support the evaluation of the MoPs 
and MoEs of the C4ISR systems. 
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After the Simulink model is generated, some parameters need to be configured, 
such as the simulation time, the inputs for driving the simulation. Then we can ex-
ecute the Simulink model under the support of Simulink solvers. Two types of Simu-
link models can be generated: Single Simulink Model and Comprehensive Simulink 
Model. Usually Single Simulink Model is transformed from one single DoDAF prod-
uct, while Comprehensive Simulink Model is transformed from many types of  
DoDAF products. Various data can be gathered from the running of the simulation, 
which can be used for the verification of logic and behavior of the architecture mod-
els, used for the evaluation of MoPs and MoEs, and used for the demonstration of 
some measures.  

The core part of our approach is how to transform DoDAF products to Simulink 
models. In the following section, we will introduce the transformation between  
them, including the transformation from single DoDAF product to Single Simulink 
Model and the transformation from types of DoDAF products to one comprehensive 
Simulink Model. 

3.2 Transformation of DoDAF Products to Simulink Models 

Transform State Machine Diagram to Matlab/Stateflow. State machine diagram 
can be used to describe OV-6b and SV-10b in DoDAF. As introduced above, Statef-
low is an important block existing in Simulink library for processing complex logic. 
State machine diagram and Stateflow are all based on finite state machine and they 
have similar meta-models, so the transformation between them is apparent. The state 
machine diagram needs to be transformed to a Stateflow block in the Simulink model 
diagram.  Each state in the state machine diagram needs to be transformed to a state 
in the Stateflow model diagram. Each transition between two states in the state ma-
chine diagram need to be transformed a transition between the corresponding generat-
ed states in the Stateflow.  The actions of a state and the conditions of a transition can 
also be transformed to corresponding elements in Stateflow as shown in Fig. 2. After 
the Stateflow model is generated, and the inputs of the stateflow are configured, the 
Stateflow model can be executed. So the logic of the state machine diagram can be 
verified through the execution of the generated Stateflow model. 

 
Transform Activity Diagram to Simulink Model. Activity diagram is used to  
describe OV-5 in DoDAF. Each activity in the activity diagram can have a sub-
activity model, while the Simulink also support the hierarchical modeling through the 
block SubSystem, so the transformation from activity diagram to Simulink model is 
hierarchical as shown in Fig.3.  Each activity is transformed to a SubSystem in the 
Simulink model. Each input/output port of an activity is transformed to the corres-
ponding SubSystem’s input/output port. The control flow between two activities is 
transformed to the corresponding communication channel in Simulink model.  



 To Execute the C4ISR Architecture Based on DoDAF and Simulink 31 

 

 

Fig. 2. Mapping of state machine diagram to Simulink/Stateflow 

 

Fig. 3. Mapping of activity diagram to Simulink model 

Transform Composite Structure Diagram to Simulink Model. Composite struc-
ture diagram can be used to describe OV-2, SV-1 and SV-2 in DoDAF. Class is trans-
formed to a SubSystem. The ports are transformed to the corresponding input/output 
ports of the SubSystem. The Connectors are transformed to the corresponding com-
munication channels. An example of transformation from composite structure  
diagram to Simulink model is shown in Fig.4 (The abbreviations in Fig.4 are ex-
plained in the case study). The transformation of composite structure diagram can also 
be hierarchical as the activity model shown above. 

 

Fig. 4. Mapping of structure diagram to Simulink model 
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Transform Sequence Diagram to Simulink Model. Sequence diagram can be used 
to describe OV-6c and SV-10c in DoDAF. As shown in Fig.5, each object (called 
operational/system node in DoDAf) is transformed to a SubSystem, and the message 
between two objects need to be transformed to the corresponding communication 
channel between the generated SubSystems.  
 
Transform DoDAF Products to Comprehensive Simulink Model. In the above 
four transformations, only the generated Stateflow from state machine diagram can be 
executed directly. While the other generated Simulink models from activity diagram, 
composite diagram and sequence diagram can not be executed directly, the reason is 
that there are no the concrete logic or behavior in the generated atomic SubSystems of 
the models. In order to make them executable, we need to combine the above four 
transformations and exisiting Simulink library together. For example, after the hierar-
chical transformation from the activity diagram to the Simulink model are completed. 
We need to transform the state machine diagram that describes the logic of the atomic 
activity to a Stateflow model, and substitute the atomic activity’s correponding Sub-
System with the generated Stateflow model. Then the generated Simulink model from 
activity diagram has the complete logic and behavior, and can be executed by invok-
ing the Simulink solvers. Besides, the atomic activity’s corresponding SubSystem can 
be substituted with an existing block in the Simulink library as shown in Fig. 1, in 
which way, the legacy simulation blocks can be reused. The generated Simulink mod-
els from composite structure diagram and sequence diagram can also be made execut-
able using the same way like activity model.  

After the comprehensive Simulink model is generated, the results from the simula-
tion can be used for verification, evaluation and demonstration. 

 

Fig. 5. Mapping of sequene diagram to Simulink model 
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4 Case Study 

The proposed approach has been applied to evaluate the architecture of an anti-missile 
system in our project.  The composite structure diagram shown in Fig.4 is the OV-2 
product of the anti-missile system under evaluation. The system includes six related 
operational nodes, which are early warning satellite system (EWS), early warning 
radar (EWR), tactical multifunction array radar (TACMAR), command and control 
center (C2), intercept system (IS), and incoming ballistic missile (ICBM). Among 
them, EWS, EWR and TACMAR form the integrated warning system (WS), while 
ICBM is the external operational node of the anti-missile system.  

Fig. 6 shows the overall operational activity model (OV-5) of the system. It in-
cludes four top-level activities: Warning and Detecting, Analyzing Situation, Com-
manding and Controlling and Operating. The flows between the activities represent 
how the operational information moves in the system. 

The activity model in Fig.6 is hierarchical, and each top-level activity can be de-
scribed in a detailed activity model. The atomic activities of the hierarchical activity 
model have their corresponding state machine diagrams that describe their logic. The 
state machine diagram shown in Fig. 2 describes the logic of one of the atomic activities.  

 

Fig. 6. Overall operatioanl acitivty model of the anti-missile system 

Based on the proposed transformation method shown in Fig.2 and the developed 
supporting tool, a comprehensive Simulink model is generated semi-automatically as 
shown in Fig.7. The manual work we did was that we defined the mapping file, in 
which the mappings of some atomic activity to the exisitng simulation blocks in the 
Simulink library are listed, such as that we used an exisiting missile in Simulink library 
as the input of the anti-missile system. While the other activity diagrams and state 
machine diagrams that describing the atomic activities are transformed automatically. 
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Fig. 7. Generated Simulink model of the anti-missile system 

By running the generated Simulink model, the measures, such as the warning time, 
decision time and sucesess ratio of the system, could be gathered or calculated based 
on other gathered data. Then we could evaluate whether the design of the anti-missile 
system conforms to the requirements by comparing the measures with the design 
requirement. 

5 Conclusion 

This paper has proposed the approach of making the DoDAF architecture executable. 
The framework of the approach was firstly proposed. The key part of the approach is 
to transform DoDAF products to Simulink models automatically. The transformation 
technology ATL is used in our approach for the automatic transformation. Each com-
posite structure diagram, state machine diagram, activity diagram and sequence dia-
gram in DoDAF can be transformed to single Simulink model. And these DoDAF 
products can also be transformed to comprehensive Simulink models, which can si-
mulate more characteristics of the C4ISR Systems. Besides, the approach allows reus-
ing the existing simulation blocks of the legacy C4ISR systems stored in the Simulink 
library, which will make the generated Simulink model more powerful and valuable 
for the verification and evaluation of C4ISR architecture.  
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Abstract. An agent based model (ABM) has been designed, developed, and 
implemented for the obesity epidemic. The Obesity ABM has been shown to 
serve as a decision support system as well as for running in-silico experiments. 
Eight in-silico experiment were run with different experimental parameter 
setups. The results suggest that food prices is an effective strategy to reduce 
obesity compared to exercise, individual encounter, number of food source 
allocations, and advertisements.  

Keywords: agent-based model, multi-agent system, obesity, modeling, health, 
healthcare, actors. 

1 Introduction 

Obesity across the world has more than doubled since the 1980s and more than 60% 
of the world’s population lives in countries where overweight and obesity kills more 
people than underweight. In the United States, where there are continuous research 
efforts to monitor and measure obesity rates and statistics, obesity is on the rise [1][2]. 
The obesity epidemic in the US has almost doubled to more than 30% between 1970 
and 2000, with almost two-thirds of the US population being overweight [3][4]. Also, 
Obesity has been shown to have tremendous impact on the health, economic, 
psychological and social status of individuals and society as a whole[5]. If no proper 
intervention is placed to control the obesity epidemic, the current US generation may 
have shorter life expectancy than their parents and even grandparents [6].  

There also exists a direct relationship between risk of death and disease on one axis 
and obesity on the other. In addition to a significant increased risk of type II diabetes 
and cardiovascular diseases, evidence suggests that there exists a direct relationship 
between excess body weight and risk of cancer in the following organ sites: breast, 
colon, oesophagus, endometrium, and kidney[7]. 

Obesity and causes of obesity are complex as well as complexly related [3][8] and 
there has been limited efforts towards in-silico experiments for obesity that address 
such complexity. Furthermore, current models, for the most part, do not reflect real 
world dynamics and do not incorporate interactions among members of the population 
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during the process of obesity diffusion.  For that we have designed and implemented 
an agent based model to study through in-silico experiments obesity as a complex 
adaptive system, and how members interact within a complex system to effect 
adoption of decisions to become or stay obese as well as the resulting diffusion of 
obesity in a population. Given the model’s factors, our agent-based model allows for 
study of diffusion of obesity at the micro and macro levels as well as serves as a 
decision support system for intervention to reduce obesity rate and prevalence.  

2 Background  

2.1 Obesity as a Complex System 

The obesity epidemic has three attributes that make it an especially challenging 
complex adaptive system problem (excellent problem for modeling) [3][8]: Firstly, 
the diverse and wide range in the involved scale levels [9]. There is empirical 
evidence that the obesity epidemic is affected by genes [10][11], neurobiology 
[12][13], psychology [14][15], familial structures and influences [16][17], social 
norms[18][19], environment [20][21], markets [10][22], and public policy[3][23]. 
Secondly, diversity of actors who have the potential of affecting a persons food 
intake. These actors may include families, retailers, industry, media, and sources of 
information[3]. 

Thirdly, multiplicity of mechanisms in obesity. Such mechanisms may include the 
mesocorticolimbic reward pathway which has been shown to be influenced by food 
[24][25]. Also, choice of food is influenced by neurobiological systems [11][26], and 
is measurable by psychological factors such as dietary disinhibition [15][27]and 
sensitivity to reward[28][29]. 

There exists feedback and interconnected relationship between obesity key factors. 
For example although exercise patterns on the individual level have been shown to be 
linked to the risk of becoming obese[30], obesity in itself has been shown to be a 
determinant of individual exercise patterns[31]. Similarly, although there is a clear 
association between risk of obesity and diet [31], dietary habits are in turn 
significantly affected by social networks[32] distance and ease of access to food[33]. 
Therefore it is likely that the relationship between all key factors cannot be easily 
parameterized especially given the non-linear relation among many key factors of 
obesity[8]. Moreover, a solution to the complicating causes and key factors associated 
with obesity is to adopt complex system dynamic computational models. A complex 
systems approach itself allows for consideration and inclusion of a network of 
heterogenous cause or factors that may not necessarily be linearly related and can 
interact non-linearly[34].  

2.2 Complex Systems and Agent Based Modeling  

A complex system is a system characterized by sensitivity to initial positions, strong 
interdependence, feedback, multiple metastable states and not necessarily having a 
Gaussian distributed output. Complex systems also consist of interacting agents with 
adaptive behavior(s) that are not in equilibrium and interact through both positive and 
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individuals. These environmental parameters are governed by ease of access and price 
elasticity indexes as well as exposure with respect to the obese/non-obese individual. 
All these factors and interactions determine the spread of obesity within the 
population governed by the adoption criteria. 

3.2 Environmental Parameters 

The number of agents in the environment can be set prior to each simulation iteration. 
The concept of time (referred to as “tick” in Netlogo) is modeled according to 
movement of obese and non-obese individuals in the environment. A tick is recorded 
after every obese and non-obese individual makes a random walk in the environment. 
The following are the environmental parameters for our model: 

 

Obese individual: An agent representing a person who is obese and randomly 
placed in the environment. The number of such individuals can be set prior to 
each iteration. The number of obese individuals can increase or decrease across 
iterations based upon the individual’s adoption threshold, which is affected by 
other environmental parameters. 

Non-obese individual: An agent representing a person who is not obese and 
randomly placed in the environment. The number of such individuals can be set 
prior to each iteration. The number of non-obese individuals can increase or 
decrease across iterations based upon the individual’s adoption threshold, which 
is affected by other environmental parameters. 

Healthy food: An agent representing a source of healthy food from which an 
individual can purchase healthy food. The number of such sources can be set 
prior to each iteration and are randomly distributed in the environment.  

Non-healthy food: An agent representing a source of non-healthy and 
obesity-causing food from which an individual can purchase such food. The 
number of such sources can be set prior to each iteration and are randomly 
distributed in the environment.  

Health advocate: An agent representing media, health campaign, or 
individual advocating healthy life style and food sources that do not cause 
obesity. The number of health advocate agents can be set prior to each iteration 
and are randomly distributed in the environment. 

Health antagonist: An agent representing media, campaign, or individual 
antagonizing healthy life style or advocate food sources that cause obesity. The 
number of health antagonist agents can be set prior to each iteration and are 
randomly distributed in the environment. 

Fee-based exercise facility: An agent representing a recreational or fitness 
facility that promotes exercise and movement, and a reoccurring subscription 
fee governs use of such a facility. The fee-based exercise facilities are randomly 
distributed across the environment and their count can be set prior to each 
iteration.  

Free exercise facility: An agent representing a recreation or fitness facility 
that promotes exercise and movement without any associated fees. The number 
of free exercise facilities can be set prior to each iteration and are randomly 
distributed in the environment.   
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3.3 Adoption Criteria 

In this ABM, that allows for in-silico experiments as well as serve in decision 
support for intervention, both obese and non-obese agents (individuals) interact 
with each other as well as with other agents in the environment (i.e. healthy food, 
non-healthy food, health advocate, health antagonist, fee-based exercise facility, 
free exercise facility). For example, a non-obese agent is more likely to adopt 
obesity or become obese if that respective agent is exposed to and is in close 
proximity to other obese agents, non-healthy food, health antagonist, and with 
limited exposure to exercise facilities. On the other hand, an obese agent is more 
likely to become non-obese and adopt “non-obesity” if that respective agent is 
exposed to as well as in close proximity to other non-obese agents, healthy food, 
health advocates, and exercise facilities.  

Since healthy food, non-healthy food, and fee-based exercise facility require 
purchasing power, we have included a price elasticity variable in our model. The 
food price elasticity is set at 0.6 which was derived from demand for major food 
categories and assessment of mean elasticity by food category[46], while the price 
elasticity index for fee-based exercise facilities was set at 0.9 based on income 
incentive critical evaluation to promote physical activity[47]. As an example for 
price elasticity, a 10% increase in price of food (0.6 price elasticity) should reduce 
consumption by 6%. 

Furthermore, in our model, in order for an individual to become or stay obese; the 
non-healthy food purchase count should be greater than the healthy food purchase 
count for each respective individual, as well as : Interaction with health antagonist + 
interaction with other obese individuals should be greater than or equal to 5. This 
criteria was set as the adoption threshold for obesity whereby interaction is 
determined by close proximity to respective obese/non-obese individual. On the other 
hand, the threshold for an individual to become or stay non-obese was determined 
according to the following formulation: the healthy food purchase count should be 
greater than the healthy food purchase count for each respective individual, as well as: 
interaction with health advocate + interaction with other non-obese individuals should 
be greater than or equal to 5.  

3.4 Experiments 

Eight experiments are conducted to analyze the evolution of non-obese populations 
towards reduction of obesity in the population under different scenarios. Each 
experiment at each multiple of 10 count of the respective variable was run five 
times and the average of the 5 runs are reported and analyzed. Experiments 1-8 
(Table 1) vary the number of healthy food sources (10-100) across percent-change 
in food price and fee-based exercise facilities, as well as across both equal obese 
and non-obese populations, and 35.7% obesity (equal to recent obesity rate in the 
United States[4]).   
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4 Results and Discussion 

We designed and implemented an agent based model for the obesity epidemic. The 
ABM was also designed to serve as a decision support system to reduce obesity in a 
given population. The ABM was also designed to run in-silico experiments with the 
goal of intervention to reduce obesity rate and obesity prevalence. In this work we ran 
8 in-silico experiments. 

Table 1. Initial experimental parameters for experiments 1-8 

Experimental 
Parameters Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5 Experiment 6 Experiment 7 Experiment 8 
         
Obese 
Population 1000 1000 1000 1000 555 555 555 555 
Non-Obese 
Population 1000 1000 1000 1000 1000 1000 1000 1000 
Obese % of 
Population (%) 50% 50% 50% 50% 35.70 35.70 35.70 35.70 
Non-Obese % 
of Population 
(%) 50% 50% 50% 50% 64.30 64.30 64.30 64.30 
Healthy Food Variable* Variable* Variable* Variable* Variable* Variable* Variable* Variable* 
Non-Healthy 
Food 10 10 10 10 10 10 10 10 
Health 
Advocate 10 10 10 10 10 10 10 10 
Health 
Antagonist 10 10 10 10 10 10 10 10 
Fee-based 
exercise facility 10 10 10 10 10 10 10 10 
Free exercise 
facility 10 10 10 10 10 10 10 10 
%change 
healthy food 
price 0% -25% -25% -25% 0% -25% -25% -25% 
%change non-
healthy food 
price 0% 0% 10% 10% 0% 0% 10% 10% 
%change fee-
based exercise 
facility 0% 0% 0% -25% 0% 0% 0% -25% 

 
Results of Experiments 1-4 (Table 1) vary in convergence points (point at which 

obese population = non-obese population and after which non-obese population 
becomes greater than obese population). Experiment 1 (Figure 2)  convergence occurs 
between 80 and 90 healthy food sources (healthy food count), while Experiment 2 
(Figure 3) which reduced the price of healthy food by 25% shows a convergence 
when healthy food sources are between 60 and 70 in number. Figure 4 shows the 
results of experiment 3 by which the price of healthy food remained at -25% while the 
price of healthy food is increased by 10%. The convergence of experiment 4 occurred 
at 50 healthy food count (healthy food sources). When the price of fee-based exercise 
facility was reduced by 25% in experiment 4 (Figure 5), the convergence value 
increased to be between 70-80 healthy food count.  
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Fig. 4. Results of Experiment 
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reduced by 25% and non-healthy food prices were increased by 10 percent. This in 
fact shows that reduction in price of healthy food accompanied by increase in price of 
non-healthy food is more effective strategy towards reducing obesity rate and 
prevalence than not making any changes to prices, just reducing prices of healthy 
food, and even more effective than only reducing price of fee-based exercise 
facilities. Furthermore, these experiments show that reducing price of healthy food by 
25% is more effective (lower convergence point) than reducing price of fee-based 
exercise facility alone, and increasing the number of healthy food sources (healthy 
food count) alone respectively.  

Experiments 5-8 (Table 1) are setup with an initial obese population of 35.7%. 
Convergence for Experiment 5 occurs between 80 and 90 healthy food count, which 
is similar to experiment 1. At -25% change in healthy food price convergence is 
reduced to occur at 60 healthy food count in experiment 6. In Experiment 7, where -
25% change in healthy food price and +10% change in non-healthy food price, the 
convergence point between obese and non-obese populations occurs between 40 and 
50 healthy food count. Reduction by 25% of fee-based price, in experiment 8 allowed 
the convergence between populations to occur between 40 and 50 healthy food count.    

Experiments 5-8 (See Table 1) followed the same procedures as experiments 1-4 
but the obese were set at 35.7% to reflect recent US obesity percentage of population 
[4]. In this regard the convergence points of both experiments 7 and 8 are closer to 
each other (between 40-50 healthy food count) than when %obese = %non-obese in 
experiments 3 and 4 . Therefore suggesting that both reducing healthy food price by 
25% along with increase in non-healthy food price remains the stronger strategy 
compared to the other strategies in the respective experiments. With respect to 
%obese < %non-obese initially, 25% reduction in fee-based exercise facility prices 
has been shown to be more effective than 25% reduction in healthy food price alone, 
and increasing healthy food sources alone.  

5 Conclusion 

In this work we ran 8 experiments to study different variables that have been related 
to spread of obesity in a population. Based on these experiments it has been shown 
that reduction in healthy food price accompanied by increase in non-healthy food 
price is the best strategy towards decreasing obesity in a population. Other effective 
strategies to reduce obesity include reducing prices of fee-based exercise facilities, 
and reduction in healthy food prices.  
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Abstract. Agent based modeling and simulation is widely recognized as
an effective tool for the analysis of complex systems. This paper proposes
a novel approach to modeling and high-performance parallel simulation
of scalable agent models based on actors and the Theatre agency. The
approach aims to an exploitation of the computing power of modern
clusters of multi-core machines. Key factors of the approach are (i) it
allows to take advantage of the lock-free cooperative model of concur-
rency of actors even in a parallel/multi-threaded scenario, (ii) it avoids
serialization of messages exchanged among actors residing on different
theatres allocated on a same CPU. Achievable execution performance of
the proposed simulation framework is demonstrated through the paral-
lel/distributed simulation of a large-scale multi-agent system.

Keywords: multi-agent systems, actors, modeling, parallel simulation,
multi-core architectures, Java.

1 Introduction

There is a broad consensus about the effectiveness of agent based modeling and
simulation (ABMS) for problem-solving activities and for explaining, predict and
analyze the behavior of complex systems like those relevant to the domains of
biology, social science and engineering [1–5]. Several ABMS tools exist, each one
characterized by such critical issues as ease of programming, visualization sup-
port, integrated development capability, rapid prototyping and so forth [5, 6].
However, being ABMS systems usually high-demanding from a computational
point of view [7], a frequent limiting aspect is their execution speed. Most simu-
lators are constrained to a sequential execution environment [8, 9] (e.g. RePast,
Swarm, NetLogo), and few tools are currently demonstrated capable of scaling
up to more than 104 agents with a reasonable runtime [6, 8]. To cope with perfor-
mance issues, parallel and distributed simulation techniques [7, 10–14] are often
used. On the other hand, the actual trend of multi-core processors [15, 16] push
forward for the adoption and the development of new algorithms, approaches and
software infrastructures especially tailored to an exploitation of the computing
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potentials of the newly available processor architectures [9, 17–19, 5, 20]. This
paper proposes an original approach to modeling and high-performance paral-
lel/distributed simulation of scalable agent models based on a variant of actors
[21] and the Theatre agency [11]. The contribution of the approach is threefold:
(i) it allows to take advantage of the lock-free cooperative model of actor con-
currency even in a parallel/multi-threaded scenario, (ii) it avoids serialization of
messages exchanged among actors residing on different theatres allocated on a
same CPU, (iii) it enables the achievement of high execution performance in a
parallel/distributed context, i.e. a multi-core cluster.

The paper is structured as follows. Section 2 gives an overview of the The-
atre architecture. Section 3 details the novel redesign of Theatre on top of
multi-core clusters. Section 4 describes a challenging scalable multi-agent model
which belongs to the predator/prey pursuit domain. Section 5 reports the car-
ried out simulation experiments on the predator/prey model, and the achieved
performance. Finally, conclusions are presented with an indication of on-going
and future work.

2 The Theatre Architecture

Features of the Theatre distributed infrastructure [11] belong to two layers:
(a) the execution platform layer, where theatres (i.e. Logical Processes or LPs)
are the building blocks “in-the-large” which provide the environmental services
supporting actor execution, migration and interactions. Services are made avail-
able to actors through a suitable API; (b) the actor layer, where actors are the
building blocks “in-the-small”. They are programmed in Java and capture the
application business. Basic components in a theatre platform (see Fig. 1) are (i)
an instance of the Java Virtual Machine (JVM), (ii) a Control Machine (CM),
(iii) the Transport Layer (TL); (iv) the Local Actor Table (LAT) (v) a Net-
work Class Loader (NCL). CM hosts the runtime executive of the theatre, i.e.
it offers basic services of message scheduling/dispatching which regulate local
actors. CM organizes all pending (i.e., scheduled) messages in one or multiple
message queues. During its basic control loop, a pending message is selected
(e.g., the or one of most imminent in time) and dispatched to its destination
agent. Message processing is atomic, i.e. it cannot be preempted nor suspended.
TL furnishes the services for sending/receiving network messages and migrating
agents. Concretizations of TL may refer to Java Sockets, Java RMI, HLA/RTI
[11], Terracotta [17] and the services of the Globus Toolkit [22]. LAT contains
references to local agents of the theatre. NCL is in charge of getting dynami-
cally and transparently the class of an object (e.g. of a migrated agent) from a
network code server.

Actors are reactive objects which encapsulate a data state and communicate
to one another by asynchronous message passing. Messages are typed objects.
Actors are at rest until a message arrives. Responding to a message causes in
general the following reactions: (i) new actors are (possibly) created (ii) some
messages are sent to known actors (acquaintances). For proactive behavior, an
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Fig. 1. A Theatre system

actor can send to itself one or more messages (iii) the actor migrates to a different
theatre (iv) current state of the actor is changed. Actors are light-weight: they
do not have internal threads. Message handling extends the thread of control of
the theatre within which the agent runs. A huge number of application actors
can be created. All of this contributes to model scalability and good execution
performance [11, 17]. Theatres and actors are assumed to have unique names.
At its creation, the Java reference of an actor is stored in the LAT (see Fig. 1).
Subsequently, the agent can move to another theatre etc. The Java reference,
though, of an agent persists despite migration. After migration, in the LAT of
the source theatre the agent reference is kept but now refers to a proxy version
of the actor, which behaves as a forwarder. Dispatching a message to a proxy
actor automatically generates a network message to the destination theatre. An
agent can come back to a theatre where a proxy of itself exists. In this case, the
proxy is replaced by the normal version of the actor which thus gets its state up-
dated. Agent migration implies the relation proxy/normal of its acquaintances
to be revised according to the viewpoint of the destination theatre. Some ac-
quaintances become proxies because the corresponding actors reside in a remote
theatre. Other acquaintances can change from proxy to normal in the case the
referred actor is local to the reached theatre.

3 Tailoring Theatre to Multi-core Clusters

Current availability of multi-threaded architectures makes it possible to allocate
more than one theatre to a single computational node, i.e. to a single CPU.
More in particular, one can have, on each CPU, a number of theatres equal to
the number of available cores. Obviously, it is not normally possible to bind a
theatre to a specific core. The exploitation of cores is ultimately a matter of
the underlying operating system. The rationale behind the adaptation design
of the Theatre architecture on top of multi-core clusters relies on three ba-
sic principles: (i) avoiding the use of specific linguistic constructs to deal with
the parallel/distributed runtime infrastructure, (ii) making as lean as possible
the transport layer and the time management service by avoiding any recourse
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to a third part, although general purpose, middleware, (iii) maximizing the ex-
ploitation of shared memory so as to constrain object serialization to distributed
communications only and to agent migration among distributed nodes. Towards
a fulfillment of the above mentioned issues, the following remarks are useful.
The adopted actor model of computation, by itself, reduces the programming
concerns relevant to a parallel/distributed runtime. This is mainly due to the
fact that communication among actors is based on asynchronous message pass-
ing. Such a communication model, however, becomes problematic in the case
more than one thread of control (i.e. multiple control machines) are allocated
to a same CPU and a certain number of actors are shared. In this scenario, in
fact, multiple messages could be concurrently dispatched to a same actor. As
a consequence, some sort of coordination, with an eye to not impairing per-
formance, should be used among control machines. Another issue to take into
account refers to the relationship between an agent and its proxy. Each time
an actor moves between theatres sharing local memory, turning an agent into
a proxy and vice-versa constitutes only a waste of computational resources. A
dynamic notion of proxy can then be introduced: if an actor is shared among
theatres (and thus among control machines) residing on a same CPU, the real
or proxy nature of the actor can be dynamically determined on the basis of the
actual control machine which is dispatching messages to it (see also section 3.1).
Provided all the above considerations are taken into account, from a linguistic
point of view no change would be required in the way a system is modeled. The
problem of managing the parallelism may be tackled by acting only at the level
of the software infrastructure. In the following, the improvements made to the
Theatre architecture are detailed.

3.1 Specializing the Theatre Architecture

Fig. 2 depicts the Theatre architecture in the case a cluster of multi-cores is
considered. Rounded boxes enclose tightly coupled theatres allocated to a same
computing node. It is highlighted that in such a case, theatres are instantiated in
the same JVM. Two different types of communication links exist. Dashed arrows
refer to communication channels based on shared local memory (e.g. shared
buffers). All data traversing these channels do not require object serialization.
The other kind of arrows refers to communication channels based on sockets. In
this case object serialization is mandatory. Issues relevant to managing the two
different communication channels are encapsulated and hidden in the Transport
Layer. In the case an actor migrates among tightly coupled theatres, the specific
actor becomes shared among them, i.e. its Java reference is shared among the
various LATs, and the notion of dynamic proxy is adopted. Given a set of tightly
coupled theaters, an actor appears as a proxy in all theatres except in the one
on which the migration just occurred. A control machine remains in charge of
actually dispatching messages only to real (i.e. not proxy) actors. All of this
implicitly coordinates control machines thus avoiding concurrency problems. A
whole actor model is partitioned among theatres. A specific model partitioning
may take into account load balancing concerns and/or may group together highly
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Fig. 2. Snapshot of Theatre on top of a multi-core cluster

communicating actors. Communications among actors residing in a same theatre
do not require the intervention of the transport layer. In Fig. 2 it is also shown
another unique component named TimeServer which is in charge of managing
time synchronization issues. A conservative algorithm [10] was implemented. For
generality, in the figure, the time server is supposed to be allocated on its own
computing node. For performance reasons, the server can also share the JVM
with a running theatre.

3.2 Transport Layer Design

In Fig. 3 are reported some insights about the Transport Layer (TL) component.
Each TL is equipped with a local listener and a set of socket listeners. The former
receives messages coming from the other tightly coupled theatres; the latters re-
ceive messages originating from theatres allocated on different computing nodes.
Other messages can be received from the control machine belonging to the same
theatre of the TL. Dashed arrows in Fig. 3 denote communications that do not
depend on object serialization. All arriving messages are gathered in a delivery
queue. After that a message, on the basis of the address of its recipient, is locally
delivered (i.e. delivered to a local listener of another TL or to the local control
machine) or remotely delivered via sockets. The same story repeats in the case
of actor migration and in the case the TL module is used by the TimeServer.
To gain performance, TL is able to lightening the message/actor serialization
process. Each message/actor owns a payload/status which can be separated
from its owner. Each time a message/actor is sent through the network, only
its payload/status is actually sent. Such a provision offers two advantages: (i)
the amount of data sent/received is shortened, (ii) in the case an actor remotely
migrates to a theatre where a proxy version of itself already exists, the oper-
ation which turns the proxy into the normal actor becomes extremely fast. In
fact, restoring the actor state reduces to setting only the status object received
from the network.
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4 A Predator-Prey Modelling Example

A complex multi-agent system based on the predator/prey pursuit domain [17,
23, 24] was selected for a performance study. Agents move over a territory and
have a visibility radius. Predators have a greater visibility radius than preys.
The goal of a predator is to attack a prey in order to eat it thus consuming its
vital energy. Once a prey has been perceived, a predator has to decide about
heading toward it. Information about the number, position and status of both
surrounding preys and predators may influence the hunting behavior of a preda-
tor. The territory is a bi-dimensional grid without obstacles. Each cell is supposed
to be large enough to host a certain number of predators and preys. Informa-
tion about (part of) the hunting ground is managed by a specific environment
actor (EnvActor). Predator and prey agents (respectively PredatorActor and
PreyActor) have a behavior which dynamically defines how the entities react to
incoming information from the surrounding environment. This information is ob-
tained by exchanging messages with the EnvActor. Predators normally explore
the territory using a weighted random walk which gives probabilistic preference
to the direction chosen in the previous move, until some preys enter the visibility
radius. The hunting strategy used by predators to move to a prey is based on
a minority game. Once a prey is seen, the minority game is played to establish
which predators cooperate to capture the prey, and which ones have to abandon
thus possibly engaging for a new hunt. In a similar way, preys make a weighted
random walk for the exploration of the territory. They always try to escape
directions leading to predators.

4.1 Minority Game Strategy

Minority Game (MG) is an evolutionary game originally proposed in [25]. In
its basic formulation there are N (supposed odd) players that make a choice
between two options at each turn. Winners are those that have made the choice
which is in the minority side, i.e. the one chosen by at most (N − 1)/2 players.
Each player is initially fed with a set of strategies that it may use to calculate its
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next choice on the basis only of the past M outcomes of the game recorded in
the player memory. Players rank their own strategies based on their respective
capability to predict the winner side. Every player associates each strategy with a
virtual score, which is incremented every time the strategy, if applied, would have
predicted the minority side. At each turn, a player uses the first ranked strategy.
The players earn a reward at every step they choose a winner strategy. At the
beginning of the game, the content of player memories is randomly initialized
and the strategies are equally ranked. A modification of MG, used in this work,
consists in (a) blaming bad strategies (and also the players who applied them)
by decrementing their virtual score, (b) the minority side is identified by using a
cutoff value k different from (N − 1)/2 [26], (c) an acquaintance relation among
players is introduced. Each player owns a local view of the game, i.e. it will win
or lose because of the decisions taken by players who are in the acquaintance
relationship (Local Minority Game [27]).

4.2 Environment Modeling

For parallel/distributed simulation of the predator/prey model, the mission area
must be partitioned among a number of interacting theatres. To each theatre
is allocated a portion of the territory (see Fig. 4). The boundary region (two
columns in Fig. 4) between two adjacent theatres is supposed to have a local
zone handled by the local theatre and a replica of the local zone shared with the
neighbor theatre. Due to partitioning the requirement arises for a moving actor
(predator or prey) to (possibly) migrate from the local theatre to an adjacent one
in the case its next position is located outside the portion managed by the cur-
rent hosting theatre. Moreover, when a moving actor is located in the nearness
of a local boundary, it needs information about the entities inside its visibility
radius but located in a different region. Both issues are transparently addressed
by environment actors (EnvActors), one per theatre. The role of an EnvActor is
to handle the environmental information that may be of interest to local agents.
Besides the local portion of the mission area, an EnvActor maintains an up-
dated snapshot of the environment parts that although are not handled locally,
fall in the visibility radius of a moving entity. The EnvActor exchanges mes-
sages with its neighbor peers by sending them updates every time a local event
causes a change in a shared zone handled locally, and by receiving updates from
partner EnvActors notifying a change in a shared zone handled outside. When
a PreyActor or a PredatorActor wants to move, it sends to the EnvActor a
timed message with next position. The time-stamp of the message mirrors the
time needed to reach the destination cell. If the position is under the influence of
the EnvActor, the latter replies with a message containing information about the
area in the visibility radius of the sender. Otherwise the EnvActor migrates the
sender to an adjacent theatre and asks the relevant EnvActor to reply to the mi-
grating actor. It should be noted that the described protocol makes PreyActors
and PredatorActors unaware of distributed simulation concerns, i.e. of model
partitioning.
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5 Simulation Experiments

The described predator-prey model was used to evaluate the execution perfor-
mance of the new Theatre infrastructure. Three Win7 (64 bits) Intel i7 CPU
960, 4-Cores, 3.20 GHz, 10GB RAM, interconnected by a Gigabit Ethernet were
used for the experiments. The Intel Hyper-Threading technology was enabled in
order to have 8 virtual cores on each machine. Different simulation settings were
considered: (a) a pure multi-core scenario (multiple theatres on to one single
computational node), (b) a pure distributed scenario (one single theatre for each
computational node), (c) a hybrid scenario (two theatres for each computational
node). For load-balancing, in each scenario, the simulation model was equally
split among the available theatres. Simulation experiments were carried out by
using a territory of 3200x800 cells randomly populated by an equal number of
PreyActors and PredatorActors. A variable number of predators ranging from
20 thousand to 140 thousand was admitted. Each simulation run lasts until
predators complete their hunting. A hunt is considered completed when the 99%
of the preys has been eaten. The wall clock time (WCT) of a simulation run is
influenced by the number of time units needed to complete the mission (hunting-
Time). As a consequence, the value of WCT was normalized with respect to the
time to hunt (normalized WCT = WCT/ huntingTime). All simulation results
were obtained as the mean value of three runs.

5.1 Pure Multi-core Scenario

Fig. 5 shows the normalized WCT (nWCT ) with respect to the number of preda-
tors, in the case a variable number of cores is used on a single machine. The
nWCT significantly reduces as the number of exploited cores increases, i.e. a
growing number of theatres are considered and the model is partitioned among
them. In particular, a variable number of theatres, ranging from 1 to 8, was used.
The trend of the curves is not strictly linear as the agent population grows. This
reflects the fact that, due to the use of local minority game, the number of the
exchanged messages is not linear in the number of existing predators.

By monitoring the CPU consumption of the JVM hosting the theatres, a direct
correlation emerged between the number of utilized cores and the number of
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Table 1. Observed CPU utilization

Number of theatres Average CPU utilization

1 14.29%
(about one-eighth of full utilization, i.e. 1 core)

2 26.18%
(about a quarter of full utilization, i.e. 2 cores)

4 50.24%
(about half of full utilization, i.e. 4 cores)

8 95.06%
(about full utilization, i.e. 8 cores)

instantiated theatres (see Table 1). CPU utilization was evaluated by averaging
dumped data collected by using the JConsole tool (available in the standard
JDK) in the case a load of 140K predators are considered.

In Fig. 6 it is reported the achieved speedup vs. the number of used cores.
Performance is very good especially in the case 2 and 3 cores are used. With 20K
predators, i.e. with the smallest considered load factor, the experimental values
of speedup are very close to the theoretical ones. With 8 cores, the speedup is
about 4.7. It is important to note, though, that such a value was obtained by
using the hyper threading technology. By switching off the hyper threading, it
was observed that the speedup, in the case of respectively 2, 3 and 4 cores, is
the same as that shown in Fig. 6. The speedup reduces as the population grows
from 20K to 60K predators. A further growth beyond 60K does not increase
the achievable speedup. The reduction in the speedup as population increases
seems more related to a modification in the behavior of the simulated model
than to a performance degradation of the simulation infrastructure. In fact, the
population density affects the behavior of both predators and preys during hunt,
thus changing the intrinsic load factor of the whole model.

5.2 Pure Distributed Scenario

Fig. 7 shows the achieved speedup vs. the number of predators in the case a
distributed simulation based on three networked workstations each one hosting
only one theatre, is used. The speedup monotonically increases with the agent
population.
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Differently from the pure multi-core scenario, with a population of 20K preda-
tors, the resultant speedup is negligible. This means that, networked communica-
tion and distributed coordination among theatres highly impair benefits deriving
from the concurrent execution of sub-models allocated to distinct theatres. In
order to take advantage of the distributed simulation a higher load factor has
to be used. It is worth noting that management of distribution concerns is so
predominant in this scenario, that changing the intrinsic load factor of the model
is really not observable. A speedup of 2.8 was obtained with 140K predators.

5.3 Hybrid Scenario

This scenario consists of 6 theatres equally split among three networked machines
(two involved cores per machine). As witnessed in Fig. 8, also in this case the
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speedup monotonically increases as the agent population grows. A speedup of
about 5.5 results with a population of 140K predators.

6 Conclusion

A novel approach for high performance simulation of agent-basedmodels on top of
nowadays multi-core clusters was proposed. The approach rests on the use of the
Theatre agency [11] and on a variant of actors [21]. Theatre has been proved
effective in supporting distributed simulation of large-scale complex systems. Pre-
viously authors’ design efforts were mainly devoted to permit Theatre to oper-
ate in open and heterogeneous simulation environment/middleware [22, 17, 11].
The work described in this paper, instead, is specifically tailored to improve sim-
ulation performance in a multi-threaded and distributed scenario. The achieved
experimental results are very encouraging. On-going work is geared at:

– improving and tuning current system implementation;
– experimenting with the infrastructure on real-scale complex systems, e.g.

related to crowd simulation, traffic simulation, risk assessment and virtual
environments [10];

– extending the approach to explicitly support modeling and simulation of
spatial environments [28, 14] into a multi-core infrastructure.
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Abstract. Creating complex and realistic crowd behaviors can be a difficult and 
time consuming task. By drawing the successful experiences of behavior-based 
AI and multi-agent simulation framework, this paper presents a behavior-based 
crowd simulation framework for riot controlling in city environment. A well-
designed behavior-based prototype system is developed, which takes the advan-
tages of the dynamics of interaction among the basis behaviors repertoires. The 
basis behaviors repertoires implemented by decision rules are composed of 
three parts, which correspond to the behaviors of the civilians, riots and soldiers 
respectively. Then these basis behaviors are combined into more complex be-
haviors by behavior selection mechanism. Eventually realistic crowd phenome-
na are created in the scenarios of riot controlling in city environment. We argue 
that this approach gives better results than conventional methods. 

Keywords: Crowd simulation, behavior-based AI, multi-agent system, riot  
controlling. 

1 Introduction 

Crowds, ubiquitous in the real world from groups of humans to flocks of insects, are 
vital features to model in a virtual environment. Various simulation models and archi-
tectures have been developed. Crowd management and control means all measures 
taken in the normal process of facilitating the movement and enjoyment of people, as 
well as all measures prepared to be taken in the emergent process of people evacua-
tions. Crowd management and control can be successful only when viewed as a com-
bination of management of all the crowds, environment and their relationships [1,2,3]. 

Behavior-based control employs basis behaviors to collectively achieve the desired 
system-level behavior. As a set of distributed, interacting modules, behaviors are 
patterns of the crowd’s activity emerging from interactions between the individuals 
and its environment in order to achieve and maintain a goal. Each behavior receives 
inputs from perception and/or other behaviors in the system, and provides outputs to 
individual’s actuators or to other behaviors. Unlike reactive control, which utilizes 
collections of reactive rules, behavior-based system utilizes collections of behaviors, 
which supports reasoning, planning, and learning [4]. Simultaneously, behavioral 
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based simulations allow for someone to study the result of agents performing a certain 
behavior, without having to see this behavior in practice. 

The idea of composing basis behaviors into complex behaviors is not new. In fact, 
combining multiple simple basis behaviors into complex crowd behaviors is one of the 
most natural and general ways to generate realistic behaviors. Arnaud Masciotra, Sam 
Rodriguez, et al. investigated techniques for generating realistic and complex group 
behaviors by combining simple behaviors, such as evasion behavior, hiding behavior, 
waiting behavior, pursuing behavior, searching behavior and following behavior [5]. 
Research on biology, robotics and animal behaviors has shown that the concept of basis 
behaviors exists ubiquitously ranging from lower level basic bio-mechanic motor con-
trols to high level ethological basis behaviors [5]. In Reynolds’s seminal work, three 
basis behaviors (avoidance, alignment and coherence) were combined to generate flock-
ing behavior [6]. Also, composing simple behaviors into complex behaviors is proposed 
in developing behavior based robotics. Dylan A. Shell and Maja J Matari investigated a 
behavior-based method for modeling and structuring control of one type of special ro-
bots which have social characteristics [7]. Xiaoshan Pan, Charles S. Han and Kincho H. 
Law present a multi-agent simulation framework for the study of human and social 
behavior during building emergency evacuations. They demonstrated that some emer-
gent human social behaviors, such as competitive, queuing, and herding behaviors can 
be composed by a series of steering behaviors such as seek, follow, collision avoidance 
behaviors [8,9]. Sameul Rodriguez and Nancy M. Amato presented a behavior-based 
evacuation planning method which is inspired by roadmap-based motion planning and 
behavioral agent-based framework [10,11]. However, all the methods above designed 
the basis behaviors in single manner. They didn’t consider the fact that in riot control-
ling scenarios, the crowd’s composition is more complex and the riot’s behaviors have a 
vast distinction with the civilians.  

In this paper, we present a behavior-based multi-agent simulation framework for 
the study of the special social behaviors of civilian, riots and soldiers who have the 
responsibility to make the riots in control and to protect the civilians in city environ-
ment when crowd incidents happen. Our work is tightly related to ethology, artificial 
life, virtual reality and graphics, robotics. The methods used in these fields give us 
inspiration to the studies of this paper. So in this paper, we are focusing on scenarios 
of military nature, where civilian, riot and soldier agents can move within the envi-
ronment and soldiers can control the riots and protect the civilian. Different aspects of 
agent behavior like Protesting, Fleeing, destroying, navigation to a goal or staying in 
group formation, are implemented by distinct basis behavior modules and the final 
observed behavior for each agent is an emergent property of the combination of sim-
ple behaviors and their interaction with the environment.  

More specifically, the crowd investigated in our work is composed of four parts 
which are civilian individuals, civilian groups, riots groups and soldiers groups. Civilian 
individuals are the individuals who are neutral to riots and soldiers and can be hurt by 
the riots. Civilian groups are the groups of civilian in which one leader exist. The riots 
groups are the groups of riots who try to make some damage to the city and led by one 
leader. By contrary, the soldier groups are the forces to protect the civilians and facili-
ties, also are led by one leader. By viewing a group within a crowd as an entity, we can 
identify many significant factors that may contribute to crowd behaviors. 

The components of the crowd are represented in Figure 1. 
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Fig. 1. Components of the crowd 

As illustrated in Figure 1, the crowd behaviors are the interactions between these 
four parts. By designing and combing the basis behaviors of these four parts, realistic 
and complex behavior phenomena are achieved. 

2 Behavior-Based Crowd Simulation Framework and Crowd 
Simulation Engine 

This section presents a behavior-based multi-agent crowd simulation framework  
that simulates the civilian, riots and soldiers’ behaviors in city circumstances. Our 
framework adopts a behavior-based multi-agent simulation paradigm as a basic 
scheme to develop the simulation system. Multi-agent simulation has been widely 
accepted as a promising approach to model complex emergent phenomena. In  
our framework, each human individual is modeled as an autonomous agent who  
interacts with the virtual city environment and other agents according to the basis 
behavior repertories. Each agent attains information of the environment by perception 
process. Depending on the environment and the behavior repertories of individuals 
and the groups, the agent could interact and react in a collaborative, neutral or  
hostile manner. 

Our system architecture which is constructed in a distributed and layering manner 
is schematically shown in Figure 2. The system consists of five basic components: an 
Environment Generator, a Population Generator, an Attributes Renovator, a  
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Crowd Behavior Generator, and a Visualization Engine. Specifically, the Crowd 
Behavior Generator is composed of Basis Behavior Repertories, a Behavior Fil-
ter, and a Behavioral Selection Mechanism. 

 
Environment Generator. The purpose of this module is to produce the  
geometries representing the physical environment (e.g., a building or a train station of 
the city, etc.). The environment model built in Flt format in Creator software which  
is developed by MultiGen-Paradigm is employed in this study. The current  
environment information is sent to the Crowd Simulation Engine to simulate  
crowd behaviors.  

 
Population Generator. The Population Generator generates three types of virtual 
agents (civilian, riots and soldiers) to represent a crowd according to each one’s per-
centage. Also in each type of virtual agents, a distribution of personality, emotion, 
belief/desire/intention and motivation parameters are considered. For example, we can 
assume that in city environments, the total number of civilian is twenty times of the 
number of the riots. And the number of soldiers is approximately equal to the ones of 
the riot. This module also generates random populations for statistical study of indi-
viduals. 
 
Attributes Renovator. The purpose of this module is renewing the attributes of the 
virtual agent. The attributes are the internal states of the virtual agent including perso-
nality, emotion belief/desire/intention and motivation according to current environ-
ment information and previous internal states. All the internal states and external in-
formation of the agent are updated every simulation step. 

 
Crowd Behavior Generator. The Crowd Behavior Generator is the key module of 
the behavior-based multi-agent simulation system. Based on the type of the agents, 
each agent is assigned with one basis behavior repertoire. The basis behaviors in the 
repertoires are sent to behavior filter to derive available behaviors corresponding to 
agent’s current states. Then a behavioral selection mechanism is used to select and 
integrate the available behaviors. In Crowd Behavior Generator, constructing basis 
behavior repertoires and behavior selection mechanism are two of the key issues in 
behavior-based system. 
 
Visualization Engine. The visualization engine is primarily used to display the simu-
lated results in an intuitive manner. We employ a human animation package called 
DI-Guy, which is commercially available from Boston Dynamics Inc. to receive the 
positions of agents, and then generates and displays 2D/3D visual images in real time. 
DI-Guy provides an SDK that enables each character’s behavior repertoire to be con-
trolled by external user-specified C/C ++ programs. We build Population Generator, 
Attributes Renovator and Crowd Behavior Generator upon this interface by writes 
our own control programs. 



Behavior Based Crowd Simulation Framework for Riot Controlling in City Environment 65 

 

 

Fig. 2. Behavior-based crowd simulation framework 

Main features of our framework for generating crowd behaviors include: 

1. Users only need to provide a set of behaviors in the basis repertoire and the sys-
tem will compose them into complex behaviors by calling the behavior selection me-
chanism. 

2. Users do not need to define the relationships between each behavior, i.e., these 
simple behaviors can be developed independently without knowing what other beha-
viors are in the system.  

3. The relationships between simple behaviors, and the complex behaviors  
themselves, can evolve as the agents learn from their past experiences [5]. And the 
complex behaviors are responsible for dealing the global goals of the crowd by path 
planning algorithm, e.g., the approach based on probabilistic roadmap method (PRM). 

In next section, we will illustrate the two key issues in behavior-based system: con-
structing basis behavior repertoires and behavior selection mechanism. 

3 Constructing Basis Behavior Repertoire and Behavior 
Selection Mechanism 

This section discusses the implementation of the multi-agent system for the simula-
tion of crowd behavior. The discussion is divided mainly into two parts: constructing 
the basis behavior repertoire, and behavior selection mechanism, which together make 
up the Crowd Behavior Generator with behavior filter. 
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3.1 Constructing Basis Behavior Repertoire 

The behavior that the agent is equipped with will determine how the agent reacts 
throughout the simulation. These behaviors determine the actions that the agent or 
groups of agents take. The behaviors we develop need to be dynamic enough so that 
they can be applied to an agent at any point and the agent will then start performing 
that behavior. The behaviors we develop need to be general enough to be applicable 
to a single agent or group of agents. In our behavior-based crowd behavior simulation 
system, each agent has a list of different behaviors as Table 1 illustrated [12-14]. 

Table 1. Types of behaviours for the three types of agents in our crowd  

Behavior  
repertoires 

Description Application 
Agent type 

Stand Around Just hanging around. Minor motion relative to 
other agents. 

Civilian 

Walking Around Walking around a specific neighborhood. Per-
haps driven by a maximum distance from origin. 

Civilian individual 

Competitive 
behavior 

Competitive behavior is often observed in emer-
gency situations, when human individuals com-
pete for their own chances of fleeing 

Civilian individual 
and group 

queuing behavior queuing behavior emerges spontaneously when a 
crowd gathers at an exit, permitting the crowd to 
“stream” out of the exit in an orderly manner. 

Civilian individual 
and group 

blind behavior Blind behavior is often observed during the 
evacuation of a crowd in a room with two exits – 
one exit is clogged while the other is not fully 
utilized 

Civilian individual 
and group 

Small Groups 
Talking 

Small congregations with dialogue, then break-
ing up and reforming. 

Civilian , riots 
group 

Flee randomly Fleeing from local cause for alarm. Civilian individual 
and group 

Crowding Any group gathering, density function driven, no 
specific cause. 

Civilian individual 
and group 

Watching / Cu-
riosity 

Watching some target with some attention. Cu-
riosity may spread to nearby agents. 

Civilian individual 
and group 

Carrying Large 
Items 

Moving carefully with large items, children in 
arms. Noticeably different movement patterns. 

Civilian individual 

Flee with intent Fleeing towards a specific point, either a known 
safe-haven or a goal 

Civilian individual 
and group 

Helping Seeking for help from other civilian and soldiers. Civilian individual 
and group 

Inciting Trying to change behavior status of surrounding 
agents (e.g. calm them down, make them angry). 

riots 
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Table 1. (Continued.) 

Cowering Physically submissive, quiet. Be tamed by sol-
diers 

riots 

Protesting Similar to watching but posture more assertive to 
aggressive and ambient noise loud. 

riots  

Subtle Move 
Towards  

Trying to get closer when the riot wants to attack riots 

Making damage The behavior to make some damage to the city 
or others 

riots 

Subtle Move 
Away 

Trying to keep away subtly when the riot wants 
to play tricks on the soldiers 

riots 

protecting Trying to keep between us and it. It might be a 
building, an individual or a group 

soldiers 

shepherding Shepherding is the most important interaction 
behavior between soldiers and riots, also it is 
exist between soldiers and civilian. The soldiers 
trying to keep the riots in control. [15]. 

Soldiers and riots; 
Soldiers and civilian 

Haggling or 
Negotiating 

Negotiation enables an agent to exchange infor-
mation and reach agreements with others. 

Soldiers and riots 

Target following This behavior allows an agent to follow a mov-
ing target. 

All the crowd 

Directing Beha-
vior 

The behavior to lead others, such as Traffic cops. 
Mothers at children. 

All the crowd 

Collision avoid-
ance 

This behavior gives an agent the ability to ma-
neuver in the virtual environment without run-
ning into an obstacle or other agents. 

All the crowd 

Seek target A seek acts to steer an agent toward a target 
point. When a goal point is detected, an agent 
adjusts its orientation and velocity toward the 
goal. 

All the crowd 

Flocking behavior Flocking behavior is used to model the collective 
gathering behavior when the members of the 
group moving to the goal. 

Civilian , riots and 
soldiers group 

 
Because of the flocking behaviour and the shepherding behaviour are the most two 

complex behaviour in above basis behaviour repertoire, we illustrate them at the end 
of this section. The other behaviors in Table 1 can be implemented with decision 
rules. 
 
Shepherding Behavior. Shepherding behaviors, specifically, are one class of flocking 
behaviors in which one or more external agents (called Shepherds, i.e. soldiers) attempt 
to control the motion of another group of agents (called a flock, i.e. riots) by exerting 
repulsive forces from shepherds to the flock. It includes four sub-behaviors: herding, 
covering, patrolling and colleting behaviors [15]. Herding behavior is responsible for 
driving the riots from one place to the other place. Covering behavior can be seen as a 
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series of Herding behaviors. Patrolling behavior is used to place the riots under surveil-
lance and drive off the hostile riots from predefined region. Collecting behavior is used 
to collect the casualties to some safe place. All these four sub-behaviors are important 
in riot-controlling. Detailed implements can be founded in [15].  
 
Flocking Behavior. Flocking behavior is used to model the collective gathering be-
havior when the members of the group moving to the goal. Aiming at the agents 
group consisting of one leader agents and N follower ones, a distributed control me-
thod to simulate the flocking behavior is used [16].  

The motion of each virtual agent is described by two integrators as: 
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where ip , iv , ia are respectively the position, velocity and acceleration of agent i. Ana-

logously, the virtual leader has the following model of motion. 
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where γp , γv , γa are respectively the position, velocity and acceleration of leader 

agent. the control protocol of flocking behavior is given as: 
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where the ( )ija t is the adjacent matrix, ( )α σψ • is a nonnegative smooth pairwise 

potential function.  

3.2 Behavior Selection Mechanism 

Behavior selection mechanism is used to arbitrarily select and coordinate the output 
of multiple single behaviors in the basis behavior repertoire. It can be generally classi-
fied as either arbitration or command fusion architectures. Arbitration mechanisms 
select one behavior from a group of competence modules. Arbitration mechanism for 
action selection can be divided into fixed priority-based, winner-take-all, and state-
based mechanism. Command fusion mechanism is composed of motor schema me-
thod, fuzzy fusion method, hybrid behavior selection method and action voting. All 
these methods give us great convenience to combine the available behaviors in 
Crowd Behavior Generator. In our framework, a feasible scheme is that different 
mechanisms are used according to different levels of agent’s intelligence. When 
agent’s intelligence is low, we use arbitration mechanism, conversely, command fu-
sion mechanisms are used. 
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4 Experimental Results and Discussion 

In our simulation, we employ a human animation software package called DI-Guy, 
which is commercially available from Boston Dynamics Inc. we control the behaviors 
of the shepherd and the flock using SDK by C++ programs. The scenario is that: in a 
city populated with a majority of civilian, a group of riots try to attack the government 
leaders and impede the soldiers to rescue the leader. The simulation results are illu-
strated in Figure 3. 
 

 

 
(a) Riots prevent government leader’s leaving 1 (b) Soldiers protect the leader to get on ar-

mored car 

(c) Riots try to prevent armored car’s leaving 2 (d) armored car launch lachrymator to dis-
perse the riots

Fig. 3. Simulation results for riot controlling 

In Figure 3, we can see that our behavior-based crowd simulation framework for 
riot controlling in city environment is realistic and believable. 

5 Summary 

Although there have been some research studies on behavior-based crowd simulation 
for safety engineering purposes, few efforts have been conducted to study the core  
of crowd safety problem for riots controlling. In this paper, we have presented a  
computational framework for studying civilian, riots and soldiers’ behaviors during 
emergency events. So, the potential of our framework for studying human and social 
behaviors is promising. 

 
Acknowledgments. This paper was supported by national natural science foundation 
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70 J.-h. Liang et al. 

 

References 

1. Thalmann, D., Raupp Musse, S.: Crowd Simulation. Springer, London (2007) 
2. Pelechano, N., Allbeck, J., Badler, N.I.: Virtual Crowds: Methods, Simulation, and Con-

trol. Morgan & Claypool Publishers (2008) 
3. Jingjing, S.H.I.: Crowd Management for Large-scale Outdoor Events—Multi-agent Based 

Modeling and Simulation of Crowd behaviors. Ph.D thesis, The Chinese University of 
Hong Kong, Hong Kong, China (2006) 

4. Bruno, S., Oussama, K.: Springer Handbook of Robotics. Springer, Heidelberg (2008) 
5. Masciotra, A., Rodriguez, S., Lien, J.-M., Amato, N.M.: Composable group behaviors. 

Technical Report, TR05-006, Parasol Laboratory, Department of Computer Science, Texas 
A&M University (2005) 

6. Reynolds, C.W.: Flocks, herds, and schools: A distributed behaviroal model. In: Computer 
Graphics, pp. 25–34 (1987) 

7. Shell Dylan, A., Mataric Maja, J.: Behavior-based methods for modeling and structuring 
control of social robots. In: Cognition and Multi-Agent Interaction: From Cognitive Mod-
eling to Social Simulation. Cambridge university press (2005) 

8. Pan, X.: Computational Modeling of Human and Social Behavior for Emergency Egress 
Analysis, Ph.D. Thesis, Stanford University (2006) 

9. Pan, X., Han, C.S., Dauber, K., Law, K.H.: A Multi-Agent Based Framework for the Si-
mulation of Human and Social Behaviors during Emergency Evacuations. AI & Socie-
ty 22, 113–132 (2007) 

10. Rodriguez, S., Amato, N.M.: Behavior-based evacuation planning. In: IEEE International 
Conference on Robotics and Automation Anchorage Convention District, Anchorage 
Alaska (2010) 

11. Varol, K.: Modeling autonomous agents in military simulations. Ph.D. Thesis, University 
of Central Florida (2006) 

12. McKenzie, F., Kruszewski, M.P.P., Gaskins, R., Nguyen, Q.A., Seevinck, J., Weisel, E.: 
Integrating crowd-behavior modeling in military simulation using game technology. Simu-
lation & Gaming 39(1) (2008) 

13. Wong, Y.H.: Ignoring the Innocent: Noncombatants in Urban Operations and in Military 
Models and Simulations. Pardee RAND Graduate School (2006) 

14. Levesque, J., Cazzolato, F.: Simulating Civilians for Military Training: A Canadian Perspective, 
http://www.google.com.hk/gwt/x?gl=CN&hl=zh-Hans-CN&u=http:// 
ftp.rta.nato.int/public//PubFullText/RTO/MP/RTO-MP-HFM-202/// 
MP-HFM-202-05.doc 

15. Lien, J.-M., Rodriguez, S., Malric, J.-P., Amato, N.M.: Shepherding behaviors with mul-
tiple shepherds. In: Proc. IEEE Int. Conf. Robot. Autom (ICRA), pp. 3413–3418 (2005) 

16. Olfati-Saber, R.: Flocking for multi-agent dynamic systems: algorithms and theory. IEEE 
Transactions on Automatic Control 51(3), 401–420 (2006) 



G. Tan et al. (Eds.): AsiaSim 2013, CCIS 402, pp. 71–81, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Modified Shuffled Frog Leaping Algorithm  
for Simulation Capability Scheduling Problem 

Yingying Xiao1,2, Xudong Chai2, Li Bo Hu1,2, Chen Yang1, and Tingyu Lin1 

1 School of Automation Science and Electrical Engineering, Beihang University,  
Beijing 100083, China  

2 Beijing Simulation Center, Beijing 100854, China 
xiaoyingying504@126.com 

Abstract. Based on the analysis of characteristics of simulation capability 
scheduling problem in cloud simulation platform, this paper gives its mathemat-
ical description and introduces a modified  shuffled frog leaping algorithm 
(MSFL) to solve the above optimization problem with multi-mode constraint. 
The MFSL introduces GA to code the feasible solution space. During the ran-
dom execution of coding, decoding and mutation, it increases three layers of 
coding constraints including simulation capability, task logic and feasible mode, 
to ensure the randomness of the solving process in the controllable scope. Thus 
it can reduce the search range of solution space, get rid of the meaningless  
illegal solution, and ultimately improve the convergence speed of the algorithm 
and avoid precocity. 

Keywords: Modified Shuffled Frog Leaping Algorithm, Cloud Simulation,  
Simulation Capability Scheduling, Constraint Model. 

1 Introduction 

With the increasing application of the modeling and simulation (M&S) technology in 
engineering domain and non-engineering domain, reference [1] proposed a new net-
worked modeling and simulation platform—Cloud Simulation Platform. Based on 
the idea of cloud computing, Cloud Simulation realizes a new M&S system with the 
characteristics of distributed, heterogeneous integration, collaboration, interoperabili-
ty and reuse, provides multiple users with M&S services according to the users’ needs 
via the network. In Cloud Simulation Platform, multi-user acquiring all types of M&S 
capability on demand is one of the four service patterns [2], while the sharing and 
providing services on request is one of the core characteristics. By virtualizing the 
simulation capability and making the simulation capability service-oriented, the plat-
form can provide the users through the network with the simulation capability in form 
of service [3], and thus realize the circulation and transaction of the simulation capa-
bility in large scale. 

So far, project management technology has been widely used in the research and 
development of complex products [4], where the Resource-Constrained Project Sche-
duling Problem (RCPSP) has already been studied and applied widely. As one of the 
key technology of the Cloud Simulation Platform, Simulation Capability Project 
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Scheduling Problem (SCPSP) is a special kind of RCPSP, whose scheduling object is 
the simulation capability with multiple patterns, composited of various heterogeneous 
resources. Therefore, traditional resource model cannot be used directly to express the 
simulation capability. Meanwhile, SCPSP emphasizes on the project task’s alternative 
simulation capability constraints, so the scheduled target is also different from the 
resources demand of traditional decision task, it emphasized that it picks a group of 
capability combination scheme to meet user goals under the constraints of candidates 
multi-mode capability set. So researching on the scheduling model and solving me-
thod of limited simulation capabilities and developing tools to provide users with 
project management oriented simulation scheduling plan functions can make users 
fully enjoy open simulation capability, and at the same time accomplish the unified 
planning of the centralized resources to improve the overall utilization of resources. 

Like RCPSP, SCPSP is also a kind of NP - hard problem [5], traditional methods 
for solving these problems are accurate solving (dynamic planning, branch definition, 
etc.), heuristic (based on priority rules, local search techniques, etc.) and intelligent 
algorithm [6]. Although the traditional methods can find the exact solution of accurate 
algorithm, but for large projects with large quantity tasks, they can't get the optimal 
solution within an acceptable time. All kinds of heuristic algorithms are in poor effi-
ciency on common [7], thus are restricted to some extent in engineering application. 
Along with the development of the computer and algorithm optimization, some intel-
ligent algorithms have been applied gradually in solving RCPSP, and generally have 
better results [8], such as Simulated Annealing algorithm (SA), Genetic Algorithm 
(GA), Tabu Search algorithm (TS), Particle Swarm Optimization (PSO) and ant colo-
ny algorithm, etc.  

This paper tries out a new heuristic algorithm—Shuffled Frog Leaping algorithm 
(SFL) to solve the problem of SCPSP. It has good global convergence capability, and 
can further improve the accuracy of the results and practical application value. 

2 Simulation Capability Project Scheduling Problem 

2.1 Brief Introduction 

Simulation capability is the combination of three factors including per-
son/organization, management, and technology, reflecting a kind of the configuration 
of three elements and integration ability, showing the level of simulation entity to 
complete a task for the goals of T (time), Q (quality), C (cost), S (service), E (clean 
environment), K (knowledge), noted as: 

Simulation Capability = (Attributes, Organization, Management, Technology), 
with Attributes = {T,Q,C,S,E,K}. 

Therefore, different resources configuration and management structure will make 
the same simulation capability has different TQCSEK attribute, resulting in the simu-
lation capability become a compound body with a variety of patterns. Meanwhile, in 
Cloud Simulation mode, centralized management of scattered resources and scattered 
usage of centralized resources allow users to share the simulation capability in the 
capability pool, meanwhile restrict them with the limited simulation capability. Simu-
lation Capability Project Scheduling Problem (SCPSP), therefore, is a special kind of 
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limited resource project scheduling problem, and it restricts and extends the following 
aspects. 

Extension 1. Simulation capability is a kind of flexible renewable resources, that is, a 
capability can provide service for multiple tasks. At a moment, the supply is limited, 
but it is not consumed with the progress of the project.  

Extension 2. Simulation capability is a special kind of multimode complex. Different 
way of resource allocation and management mode can make changes of the capability 
attributes, such as completion time, quality and cost. 

Restriction 3. Each task can have multiple candidate capability services, but we only 
choose one capability assigned to this task, namely the demand of capability for each 
task is 1. 

Restriction 4. In project planning, under constraint of the immediate predecessor 
logic and simulation capability, the start time of each task should be arranged as soon 
as possible. 

Restriction 5. Before the project planning, candidate capability groups which can 
satisfy the functional requirements have been automatically chosen by the supply and 
demand matching engine, each task is restricted by the candidate capability groups. 

Restriction 6. When multiple projects grab a capability at the same time, combination 
of bidding mechanism, with market regulation capability of configuration can be 
used. This paper does not discuss this problem, and we only study the capability of a 
single project scheduling. 

2.2 Mathematical Model Description of the SCPSP Problem 

According to reference [9], this paper uses activity-on-node, as shown in Fig. 1, to 
describe SCPSP with oriented graph G V, E , which has the following characteris-
tics: the project has N tasks with J  ,  , … … , ), where   are 
virtual task nodes, and those tasks are separated into L stages. Each stage contains  
tasks that can be executed in parallel way. The jth task  contains  candidate ca-
pability services obtained by the search of the supply and demand matching engine 
(noted  , … ), the start time of the task  is noted , and its 

finish time is , the immediate predecessor tasks set is noted , and the immediate 
successor tasks set is . The capacity of each capability service is  which has m 

modes (noted  MC , … ), and the duration of the th mode is  d . 

1 2 },{
j

j j j
n

j MC MC C MCM …=
1MC

2MC 3MC 4MC 5MC null=0MC null=  

Fig. 1. Activity-on-node AON 
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The solution to the problem is to find the appropriate schedule and thus to fix a 
feasible start time(noted   S s  , s … s … ) and finish time (noted   Cc  , c … c … ) for each task, under the restriction of the immediate predecessor and 
that of simulation capability, in order to satisfy the project planning objectives pro-
posed by the users. We note that at the moment  t, the set of tasks in working state 
is  A , and the decision variables 

            
1,                  j is finished by the m                 mode of the  capability0                 others                                                        (1.1) 

Then the basic SCPSP can be described as: 
               Min                                   (1.2) s. t.   

 s                                 (1.3) 

             ∑  R                                   (1.4) 

Formula 1.2 is the objective function, representing the minimization of project du-
ration. Formula 1.3 requires that the project schedule plan follows immediate prede-
cessor relationship between tasks, the start time of any task must be greater than or 
equal to the maximum completion time of all its immediate predecessor tasks. Formu-
la 1.4 requires that project schedule planning meet the simulation capability  
constraints, at any time, the project’s total demand of the any renewable simulation 
capability cannot surpass its supply. 

According to the description above, the project containing L stages has ∏ !  
feasible execution orders. Meanwhile, a certain feasible execution sequence  λ, , … …  has ∏  kinds of simulation capability allocation modes. 

Therefore, the SCPSP problem has ∏ ! ∏  feasible scheduling 

solutions.  
With increasing number of tasks, extension of the simulation model and raising 

complexity of business logic, the complexity of solving SCPSP will increase rapidly. 
The traditional accurate solving methods and heuristic search methods based on rules 
cannot give the feasible solution in the limited time. So, this paper adopts a new intel-
ligent algorithm named Shuffled Frog Leaping algorithm and its modified form to 
solve the SCPSP problem. 

3 Solution of SCPSP with Modified SFL 

SFLA (Shuffled Frog Leaping Algorithm) is a new optimization algorithm proposed 
by M. Eusutl and E. Lansey in 2003 based on swarm intelligence [10], it combines the 
good global searching ability of PSO Algorithm and the stronger local search ability 
of Memtric [11]. It is characterized by simple implementation, high adaptability, good 
robustness etc. SFLA is an important research and development direction of swarm 
intelligence optimization technique.  
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3.1 Basic SFL 

The basic principle of SFL algorithm [12] contains a randomly generated swarm with 

N  frogs. This swarm is sorted by the fitness value of each frog’s position and is 
divided into M  groups. Then, a local search algorithm is executed n  times in each 
group, and the worst solution ( ) is updated. Those search and update processes are 
repeated within the groups, until a fixed number of iterations. After all groups have 
done a specified number of local searches, the algorithm will mix all frogs together, 
resort them and redivide them into groups, and then repeat the local search process 
above, until the termination condition is satisfied. 

The update strategy detail of local search is described as follows:                         

                                                (2.1) 

or                                                            (2.2) 

                                   (2.3) 

With  is the displacement of the worst frog position in the kth iteration, r  is 
usually a random number between 0 and 1,  is the best solution in the group, and 

 is
 
the best solution for the whole swarm. During the update, the worst solution  

calculates the new position according to  with the equation (1) and (3), if the new 
solution   is better than the old one, and then  1  is acceptable. Other-
wise, it will calculate the new position according to  with the equation (2) and (3), 

and if the new solution   is better than the old one, then  1  is acceptable 
or a new random location is selected to be the updated position. 

According to the above description, the efficiency of SFL algorithm is determined 
by the generation of new strategy. In order to ensure that a solution which satisfies the 
convergence precision can be found in finite iterations, the algorithm must expand  
the randomness of solutions under the premise of gradual convergence so as to avoid 
the "premature" and to improve the convergence precision. 

3.2 Solution of SCPSP with SFL Algorithm  

For the discrete optimization problem, each element of the feasible solution is unique 
and discrete. If we use directly the update formula above, it will produce a large num-
ber of infeasible solutions, the algorithm is inefficient.  

This paper uses the descriptive idea of generic algorithm on discrete problems for 
reference, introduces crossover and mutation operator, considers the constraint of 
simulation capability with different modes and redefines the meaning of frog dis-
placement and position update. 
Definition 1. In SFL, the frog position (feasible solution) is encoded by task list, and 
is noted as sequence X λ; mc; mode . In sequence X, λ indicates to the task gene 
which meets the task execution order vector of tight constraints, mc indicates the 
gene of simulation capability which is a set of ability meeting the simulation capabili-
ty constraints in vector λ, and mode indicates the mode gene which is mc’s optional 
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set of mode vector. When given a task list, we use the serial schedule generation me-
thod to generate ability genes and mode genes, and then encode the feasible solution. 
Definition 2. For any two frogs and their corresponding positions X  and X , the 
crossover operation is defined as replacing the mth component to nth component of X  
which generated randomly, to the components of X  from m to n, and we note it 
as  C m, n| , then the new position after the crossover is defined to be X C m, n| .  
Definition 3. For a frog with position X, the mutation operation is defined as exchang-
ing  and  in λ  of  X, and regenerating the task gene and mode gene. This oper-
ation is noted as  U , H , . Then the new position after the mutation 
is  X‘ X U , H , . 

After redefining, the meaning of encoding and operators are changed. The subtrac-
tion between vectors is transformed into extracting the order difference of two frog 
positions in corresponding sequence, while the corresponding update operation is 
transformed into replacing the sequence on such different bits. And the operation of 
random generation is transformed into mutation operation. These transformations 
make them conform to the description of the discrete problem to solve the SCPSP 
problem. 

4 Solution of SCPSP Based on Modified SFL Algorithm 

Basic SFL algorithm can be used to solve the discrete SCPSP after redefinition. The 
randomly generated crossover-mutation location can maintain group diversity, en-
hance global searching ability of the algorithm, but has low convergence efficiency. 
To raise the searching efficiency, this paper uses the local searching techniques to 
improve the crossover-mutation operation, which makes the algorithm have better 
searching ability. 

4.1 Crossover Operator 

Simple genetic algorithm adopts the way of constant crossover probability and ran-
dom selection of crossover point to make the crossover operation. This operation has 
some blindness and randomness, which cannot ensure that child generation is better 
than father generation. For this reason, this paper chooses the crossover locations 
according to the difference between individuality and the best solution, and uses si-
mulated annealing algorithm to calculate the crossover-mutation probability coeffi-
cient of each crossover location to gradually accelerate convergence rate. At the same 
time, MSPSP is limited by the task logic and the simulation capabilities, which means 
that the solutions cannot be completely random. Otherwise there will be a large 
amount of non-feasible solutions, and will reduce the searching efficiency. So the 
adaptive crossover operator considering the constraint conditions is as follow: 

 (1) Calculate the individual maximum crossover coefficient. 
            MaxCrossNum length Diff λ λ               (3.1) 
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This describes the number of different positions of component product λ be-
tween the best solution X  and the worst solution X . 

 (2) Produce the crossover position. 
             ChangeSits m, n                         (3.2) s. t. 

     r1 rand MaxCrossNum，r2 rand MaxCrossNum        (3.3) m min r1, r2 ，n max r1, r2  

(3) Calculate the probability coefficient of selected crossover position. ∆t fitness X fitness X                    (3.4) 

This means chooses current position as crossover position with a probability 
of exp ∆t/T . 

(4) Make crossover operation to the selected crossover position. To reduce the 
non-feasible solution, firstly do the crossover operation to the component product λ, 
and ensure that it conforms to the previous constraint conditions. At the same time, 
make the same replacement for the component product mc and mode. For the new 
crossover solution, we accept it if the solution can meet the simulation capability 
constraints. Otherwise, we randomly produce a feasible capability mode according to 
a new component product λ  to be a new solution. 

4.2 Mutation operator 

The commonly used mutation operators are inversion mutation, exchange mutation, 
uniform mutation, non-uniform mutation, Gauss mutation and so on. Because each bit 
of these mutation operators are generally considered as the same, mutation positions 
are randomly selected according certain regulations. These operators can enhance the 
randomness of algorithm, but may influence the convergence speed. The extreme 
dynamic mechanism in the process of EO evolution has a strong local searching capa-
bility. In EO algorithm, the contribution of each bit to the individual quality is differ-
ent, and each bit’s fitness to the individual that it belongs with is calculated according 
to the contribution to the objective function, where the bit with minimum fitness is 
defined as the worst bit. In each iteration, EO always chooses the worst bit and its 
field to make a mutation, and all bits can be coevolution and the individual continues 
to be improved. So the differential evolution mutation operator is used in this paper, 
and the steps are shown as following. 

(1) Calculate the fitness δ  of the worst solution X  of each bit. δ       
                  d  d                  (3.5) 

In the formula,  describes, in the optimal individual, the duration of  
which represents the predecessor collection of task  in position  on vector λ . 

 describes, in the optimal solution, the duration of  which represents the 
successor collection of task  in position  on vector λ. d  describes the duration 
of task  in position  on vector λ of the current individual;  describes, in the 
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current individual, the duration of  which predecessor collection  of task  of 
position  on vector λ.  describes, in the current individual, the duration of 
successor collection  of task  of position  on vector λ. 

The fitness of each bit reflects the duration of task   and the difference between 
current scheme and optimal scheme of the predecessor collection and successor col-
lection of task . A big value of fitness means that the current scheme is farther than 
the optimal objective of minimum duration, otherwise, a small value means the mini-
mum duration scheme is close to the optimal scheme. 

(2) Choose the worst bit and its parallel collection elements in mc gene and mode 
gene to make exchange mutation. 

For an individual encoding by task list, random exchange mutation can produce the 
non-feasible task list. So, in this paper, after choosing the worst bit as exchange bit 
according to (1), the task which the bit represents is obtained and parallel task collec-
tion of this is calculated. Then, another bit is randomly chosen as the exchange bit 
from the parallel task collection, basing on that the new solution meets the previous 
constraints. Finally, do the same exchange operating in the same position of mc gene 
and mode gene, so that all components of the individual can be cooperative coevolu-
tion and individual structure can be continuous improved. 

4.3 Steps of modified SFL algorithm for SCPSP 

Step 1 Initialize the algorithm parameters, including the population size N, the 
number of groups M, the number of local iterations  It, the initial temperature T, the 
simulation capability constraint matrix of tasks, the duration matrix of simulation 
capability, and the supply matrix of simulation capability. 

Step 2 Randomly generate initial frog group and calculate the fitness of each 
frog. To avoid the non-feasible solution, first of all, task gene λ is randomly generat-
ed according to the constraint of predecessor collection when initialize the individual. 
Then simulation capability and the corresponding mode of each task in λ are ran-
domly chosen according to the restriction of simulation capability, and the start time 
and the end time of each task are arranged suitably. So, Individual fitness is the max-
imum of the end time. 

Step 3 Make a descending order according to the fitness and divide all frogs of 
the population into M groups, where the i frog is divided to the i%M groups. 

Step 4 Make n-th iteration meta-evolution in each group of frogs. 
Step 4.1 Calculate and obtain the global optimal solution of the population. 
Step 4.2 Calculate and obtain the best solution and the worst solution of 

each group. 
Step 4.3 Evolves the worst solution by the crossover operator mentioned in 

section 4.1. 
Step 4.4 If the solution of Step 4.3 is better than the worst solution, we use 

it to update the worst solution, else evolve the solution of 4.3 by the differential evo-
lution mutation operator mentioned in section 4.2. 

Step 4.5 If the solution of Step 4.4 is better than the worst solution, we use 
it to update the worst solution, else randomly generate a feasible solution. 
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Step 5 Shuffle all the groups. After a round of meta-evolution to each group, we 
reorder and redivide all frogs and calculate the global best solution. 

Step 6 Test the stop condition. If it meets the convergence condition of the algo-
rithm, we stop the algorithm, else turn to the step 3. 

5 Experimental Analysis 

There are two types of simulation capability registered in Cloud Simulation Platform, 
including modeling capabilities and simulation supporting environment capabilities. 
The case in our experiment chooses the multi-disciplinary collaborative simulation 
analysis as demo scenario in the background of development of aerospace complex 
products X-XX. In this case, the virtual prototype system modeling services including 
pneumatic, power, control and structure disciplinary, and the multi-disciplinary vir-
tual prototype collaborative simulation supporting capability service are needed. So, 

this scheduling project contains six tasks 1 2 3 4 5 6{J ,J ,J ,J ,J ,J } , and the time se-

quence logical constraints are shown in Fig. 2. 

 

Fig. 2. Design and simulation logic diagram of complex product X-XX 

Before the project planning, the candidate capabilities which meet the functional 
requirements have been chosen automatically by search engine in Cloud Simulation 
Platform, the task and simulation capability constraints are shown in Table 1. 

Table 1. Task and simulation capability constraints 

Dura-
tion/month 

J1 J2 J3 J4 J5 J6 

MC1 [4,3] 0 14 0 0 12 
MC2 [2,3,4] 0 0 11 0 0 
MC3 0 [6,3,4] 0 9 0 11 
MC4 0 [5,7] [20,17] 0 0 0 
MC5 0 0 15 0 [1,2,3] 0 
MC6 0 0 0 6 0 0 
MC7 0 0 0 0 [4,3,6,2] 0 
MC8 0 0 16 0 0 0 
MC9 0 0 0 14 2 [10,9] 

MC10 [5,4,2] 0 0 19 0 0 



80 Y. Xiao et al. 

After 100 iterations, the shortest duration of optimal results is 25 months, and it 
conforms to the standard solution. A task execution order is [1, 5, 4, 2, 3, 6], and the 
capability modes and durations in details are shown in Table 2. The convergence 
speed curves of SFL and modified SFL (MSFL) are shown in Fig.3, and Gantt chart 
of global optimal planning is shown in Fig. 4. 

Table 2. Structure of the optimal and feasible solution 

Execution order J1 J5 J4 J2 J3 J6 
Capability number 2 5 3 3 1 9 

Mode number 1 2 1 3 1 2 
Duration 2 2 9 6 14 9 
Start time 0 2 2 2 2 16 

Finish time 2 4 11 8 16 25 

 

Fig. 3. Convergence speed curves of SFL and MSFL     Fig. 4. Gantt chart of task planning 

The optimal solution shown in Table 2 is the planning result under the premise 
of minimum duration of total project. According to the evolution curve in Fig. 3, the 
MSFL algorithm can converge from the biggest value to 26 which close to the optim-
al result in 22th generation, and the corresponding simulation capability arrangement 
for tasks can meet time sequence logical constraint, meanwhile the duration under the 
optimal capability mode can be minimized. So MSFL proposed in this paper can real-
ize optimization scheduling of multi-mode simulation capability in Cloud Simulation 
Platform. 

In brief, using the random search feature of MSFL, the feasible solution which 
meets user’s objective can be quickly found, and the search speed is accelerated. 
When user’s demand become more and more complex (such as considering project 
duration and cost balance etc.), we just need to adjust the objective function, which 
means MSFL has strong commonality, and it is a better method to solve the simula-
tion capability scheduling problem of cloud simulation platform. At the same time, 
the simulation capability is regarded as a special kind of resources, and its Benchmark 
is different from PSPLIB which is commonly used by RCPSP. So we need further 
study on standard problem library of MCPSP. 
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6 Conclusions 

Based on the characteristic analysis of simulation scheduling problem in Cloud Simula-
tion Platform, the mathematical description is given in this paper. Based on this, the 
principle and the application in the discrete project scheduling problem of shuffled frog 
leaping (SFL) algorithm has also been analyzed which is an effective intelligent algo-
rithm to solve the NP-hard problem. And a modified SFL (MSFL) is proposed to im-
prove the performance of crossover and mutation operations, which using local search 
technology, including an improved crossover operator and the differential evolution 
mutation operator, allowing MSFL have a better search capability. In the end, this paper 
takes X-XX complex product collaborative design simulation requirements in Cloud 
Simulation Platform as an example, and the detailed description of the problem is given. 
The results show that the proposed simulation capability project scheduling model and 
the solving method based on MSFL have good application value, and can quickly pro-
vide users with the appropriate scheduling scheme in engineering projects. 
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Abstract. For multi-aisle automated warehouse scheduling optimization 
problem, a mathematical model with constraints is established, and a new 
shuffled frog leaping algorithm is proposed. During the process of obtaining 
optimal solution, to enhance the local search ability, stepsize is adjusted 
adaptively, and the frog individuals are guided to update. Meanwhile, in order 
to maintain the diversity of the populations and strengthen the global search 
ability, heuristic mutation operation is embedded. This not only ensures the 
global optimization, but also enhances the convergence efficiency. To verify the 
performance of the proposed algorithm, it is compared with shuffled frog 
leaping algorithm (SFLA) and genetic algorithm (GA) through simulation 
combined the industrial real case. Results show that the proposed algorithm 
achieves good performance in terms of the solution quality and the convergence 
efficiency. 

Keywords: shuffled frog leaping algorithm, adaptive stepsize, diversity of the 
population, guided update, multi-aisle automated warehouse, scheduling 
optimization. 

1 Introduction 

Automated warehouse scheduling optimization problem is a typical NP-Hard 
problems, which is one of the hardest combinatorial optimization problems[1]. Until 
now, scholars have made some research: Atoum et al.[2] proposed steady state 
genetic algorithms to solve the warehouse scheduling problem. In order to enhance 
order picking process performance, Yu et al.[3] divided warehouse into pick area and 
reserve area. For a given sequence to retrieve operations, Nishi et al.[4] proposed a 
beam search method to minimize the number of re-handling operations. Under the 
aim of the least of the tardiness in the product delivery, Chan[5] proposed a tabu 
sample-sort simulated annealing (TSSA) algorithm for the warehouse-scheduling 
problem. However, we find that most warehouse systems from the researches above 
have characteristics of the input-output at only one end of every aisle. In fact, there 
exists the case that the input-output at two ends of every aisles. Scheduling 
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optimization problem of such warehouse system is studied in this paper, which 
increases efficiency of storage to a large extent. 

Warehouse scheduling problem with various constraints is a complex 
combinatorial optimization problem in this paper, in which computational complexity 
increases exponentially with problem scale. It can lead to a combinatorial explosion. 
Therefore, accurate algorithms are difficult to solve the optimizations in a limited 
time[6]. SFLA was proposed in 2003 by Eusuff et al.[7], which simulates the foraging 
behavior of the frog and is a novel optimization algorithm based on swarm 
intelligence. It has been already applied to many fields[8-13]. However, only a few 
papers have reported using SFLA in warehouse scheduling optimization problems. 
Additionally, random stepsize can not guide the frog to do local rapid search and 
oneness on the population reduce global search capabilities of SFLA, which directly 
influence performance of SFLA. Therefore, we present three improvements on SFLA 
for its shortcomings. Firstly, the direction, in which the worst frog individuals of sub-
populations are updated, is selected according to improvement rate. Secondly, 
stepsize is adjusted automatically based on the times of subpopulation iteration which 
has happened. Thirdly, heuristic mutation is used to improve the population diversity, 
which reduces the chance of falling into local optimum. In the end, the simulation 
results show the feasibility and validity of the proposed algorithm. 

2 Problem Description and Modeling 

2.1 Problem Description 

Automated warehouse system of certain manufacturing enterprise is taken as research 
objective, which is composed of five attributes: stacker, rails, racks, pipeline and buffers. 
It deals with some processes of products. Therefore, the performance of scheduling 
affects the production efficiency. The layout of this system is shown in Fig.1. 

 

Fig. 1. The layout of the warehouse system 
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As shown in Fig.1, the stacker can go in and out at both ends of every lane, which 
is different from the stacker does at only one end of every lanes. In this case, it is 
worth studying the subject how to improve the input-output efficiency of automated 
warehouse. 

Certain tasks that products are put into storage and retrieved from storage possess 
the following characteristics. 

(I) The number of the storage tasks is m , the assigned locations are represented 
respectively as ( 1ip , 2ip , ⋅ ⋅ ⋅ , imp ); 

(II) The number of the retrieval tasks is n , the assigned locations are represented 
respectively as ( 1op , 2op , ⋅ ⋅ ⋅ , onp ). 

In general, m  is not equal to n . Assume that the capacity of the stacker is N . 
For the tasks which contain m  input operations and n  output operations, the stacker 

will operates back and forth max{ , }m N n N        times from input buffer to output 

buffer. The objective of automated warehouse scheduling optimization is to select 
max{ , }m N n N        optimal routes from all the possible routes. 

For the sake of simplicity, startup time and braking time of the stacker are 
neglected. Horizontal speed and vertical speed, which are mutual independent, are 
denoted as xv , yv  respectively. The distance of adjacent lanes is lD . The number of 

columns is C  for each lane. Meanwhile, L , W  and H  are corresponding to 
length, width and height respectively of each storage or retrieval location. Moreover, 
we suppose that the three-dimensional coordinate of the input or output buffer is 

op (0, 0, 0). 

Definition 1. If the sub-route r  belongs to one of the routes which the stacker 

complete the tasks, rs =1; Otherwise, rs =0. Similarly, if the location ip  belongs to 

sub-route r , irg =1; Otherwise, irg =0. 

Definition 2. For storage and retrieval locations. If the locations ip ( ix , iy , iz ) and 

jp ( jx , jy , jz ) are consecutively accessed in the process of the task, ije =1; 

Otherwise, ije =0. The corresponding time ijt  that the stacker spends can be 

expressed as 

max{( ) , ( ) }

max{min{( ( ) ) ,

( (( ) ( )) ) }, ( ) }

i j x i j y i j

ij i j l i j x

i j l i j x i j y i j

W x x v H y y v if z z

t W x x D z z v

W C x C x D z z v H y y v if z z

 × − × − =
= × + + × −


× − + − + × − × − ≠   

(1) 

2.2 Mathematical Modeling 

A mathematical model is developed in order to formalize the warehouse scheduling 
problem. Suppose that warehouse capacity is Q  and current inventory quantity is 
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q . Under the objective to minimize the makespan, the mathematical model can be 

established as 
max{ , }

1 1 1

min ( )
m N n N m n m n

ij ij ir jr
r i j

f e t e g g
    + +   

= = =

= ⋅ ⋅ ⋅                  (2) 
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q m n Q+ + ≤                                (10) 

Eq.(2) is the objective to be optimized. Constraints that are from eq.(3) to eq.(10). 
Eq.(3) restricts the execution times of the stacker to complete the tasks. Eq.(4) 
represents the quantity of tasks which stacker only can do. Eq.(5) makes sure that 
each task is only contained in one route. Eq.(6) indicates that the stacker must not 
exceed its capacity. Eq.(7) and eq.(8) ensure that starting and ending position are 
designated. Eq.(9) demands that the input tasks must be fulfilled first. Eq.(10) makes 
sure that the overload of the warehouse can’t happen. 

3 Improved Shuffled Frog Leaping Algorithm (ISFLA) 

SFLA is a new heuristic computing technology based on swarm intelligence, which 
has been widely used to optimize continuous systems because of some advantages of 
strong global search ability and less parameter. However, in this paper, we investigate 
the problem about optimization of discrete event. The application of SFLA, therefore, 
is subjected to some limit due to it. In addition, there are also some disadvantages as 
mentioned before. For these reasons, we make improvements to it, as described next. 
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3.1 Construct Sub-populations of Frogs 

The position of one frog is expressed as 1 2( ) ( , , , )nU i u u u= ⋅⋅⋅ , of which iu  

represents storage or retrieval task. The initial population which contains tN  frogs is 

randomly generated. The tN  frogs are then sorted by fitness ( ( ))f U i  in descending 

order. Namely, { (1), (2), , ( )}tU U U U N= ⋅⋅⋅ . Determine the number of the sub-

populations mN  and the number of the frogs which belong to the sub-population 

nN , which must meet the condition t m nN N N= × . The affiliation of the frog ( )U i  

and the sub-population iY  is described as 

( ( 1)) (1, 2, , ), (1,2, , )ij n m mY U j N i i N j N= + × − ∈ ⋅⋅⋅ ∈ ⋅⋅ ⋅          (11) 

3.2 Strategy of Updating the Frog Individual 

In this paper, for two frogs, the positions of which are ( )U i  and ( )U j , respectively, 

if ( ) ( )U i U j≠ , for the frog .No i , to reach the position ( )U j , the only way that pu  

and qu  ( , ( ) & &p qu u U i p q∈ ≠ ) are swapped among ( )U i . Here, we denote the 

operation of swapping pu  and qu  by ( , )p qs u u . In the sequel, the times of the 

operations of swapping are defined as the distance between two frogs ( )U i  and 

( )U j , says ( ( ), ( ))D U i U j , and the jump from ( )U i  to ( )U j , says ( ) ( )U i U j→ . 

( ( ), ( )) ({ ( , ) | ( ) ( ), , ( )})p q p qD U i U j card s u u U i U j u u U i= → ∈          (12) 

Hence, we can obtain 

( ) ( ) ( , )U j U i D i j= ⊕                            (13) 

Where symbol “⊕ ” represents the jump operation of the frog. 
Notice that there are some different jump ways from ( )U i  to ( )U j . Such as 

(1)U =(1,6,3,2,4,5), (2)U =(3,4,1,5,6,2). If (1) (2)U U=  is realized, the frog (1)U  

will experience six ways of jump alternatively as shown in Fig.2. 
 

 

Fig. 2. Six alternative ways of jump from (1)U  to (2)U  of the frog .1No  
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Fig.2 shows that the frog .1No  jumps from (1)U  to (2)U  in different directions. 

Moreover, the same step of every direction may have different improvement rates in 
fitness. The largest improvement rate can guide the frog to a better position. Here, 

( )
k

U i , ( ( ))
k

f U i stand for the position and the fitness after the k -nd jump of the frog 

.No i , respectively, evaluation of the improvement rate ( , )R i k  is computed as follows: 

1 1

( , ) (( ( ) ( ) ) ( ), ( ) ) 100%
k k k k

R i k f U i f U i D U i U i
− −     = − ×     

     
          (14) 

Finally, when the frog .No i  jumps from step to step, computes ( , )R i k  of every 

direction and selects ( , )p qs u u  which has the largest ( , )R i k  as the next step of jumping 

and ensures the new position of the frog .No i  meet the constraints. Otherwise, select 
( , )p qs u u  with a larger ( , )R i k . Even worse, none of the ( , )p qs u u  exists, and then 

produces a new position of the frog .No i  which satisfies the constraints. 
We consider that a larger step is beneficial to global optimization in the previous 

evolution, and a smaller step is good for local optimization in the later evolution. In 
order to raise the ability of SFLA to search and improve its convergence property, an 
adaptive adjustment strategy of stepsize is presented. We denote that the number of 
times local search has been executed by lN , the worst frog and the best frog of the 

sub-population by wU  and bU , and the best frog of the population by gU . Only 

wU  is updated, after which it is denoted by d
wU . The adaptive step ( )L ⋅  and update 

strategy is defined as follows: 

( ) (1 ) ( )l l b wL N N D U Uα = ⋅ −                         (15) 

( ) (1 ) ( )l l g wL N N D U Uα = ⋅ −                         (16) 

( )d
w w lU U L N= +                                 (17) 

Where we first update wU  with eq.(15) and eq.(17), if ( )d
wf U < ( )wf U , we do 

with eq.(16) and eq.(17), if not yet, produce a random position satisfying constraints. 

3.3 Maintaining of Population Diversity 

Taking the relation between diversity of population and optimal solution into account, 
a heuristic mutation strategy is adopted. 
 
Definition 3. A population { (1), (2), , ( )}tU U U U N= ⋅⋅ ⋅ consists of tN  frogs, of 

which ( )U j  is the optimal frog, the ratio of the frog’s contribution to diversity of 

population is defined as 

(1,2, , )&&

( ( ), ( )) ( ( ), ( ))
t

i
k N k j

D U i U j D U k U jρ
∈ ⋅⋅⋅ ≠

=                 (18) 
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From eq.(18) can also be seen, the smaller iρ , the closer ( )U i  is to ( )U j . In 

order to keep population diversity and avoid falling into local optimum, mutation 
probability of the frog .No i  is inversely proportional with iρ . At the same time, the 

strategy of keeping a half of optimal frogs is utilized to ensure the stable convergence. 
Mutation probability ip  is normalized as 

1

(1 ) (1 ) (1, 2, , 2)
tN

i i k t
k

p i Nρ ρ
=

= ∈ ⋅⋅⋅                (19) 

3.4 Representation of ISFLA 

Suppose that the number of the frogs by tN , the number of the sub-populations by 

mN , the number of the frogs which belong to the sub-population by nN , the number 

of iterations of sub-population by siN , the number of iterations of population by tiN . 

Step 1. Initialize parameters: tN , mN , nN , siN , tiN , and produce tN  frogs 

which meet the constraints; 
Step 2. Global search: 1n n= + ; 
Step 3. Calculate the fitness of tN  frogs, and the fitness is measured by the 

reciprocal of eq.(2); 
Step 4. Sort tN  frogs by fitness ( )f i  in descending order; 

Step 5. Construct mN  sub-populations of frogs according to section 3.1; 

Step 6. Local search: 1l l= + ; 
Step 7. Update the worst frog individual of every sub-population according to 

section 3.2; 
Step 8. If sil N≤ , then go to step6; 

Step 9. If tin N≤ , improve population diversity according to section 3.3, and then 

go to step2; Otherwise, output the optimal solution. 

4 Numerical Simulation and Analysis 

In order to validate the performance of the algorithm proposed, the examples of 
automated warehouse scheduling problems of some enterprise are given, where some 
comparisons are made with SFLA[14] and GA[15]. In addition, simulations are made 
under the same condition, such as windows XP system, 2.19GHz processor, 1.99GB 
of RAM and development environment Microsoft Visual C++ 6.0. Population size 
and the number of iterations of all algorithms are 80 and 600, respectively. Moreover, 
for SFLA and ISFLA, siN =20. For GA, crossover probability and mutation 

probability are set 0.9, 0.05, respectively. For warehouse system, L =30cm, 
W =50cm, H =40cm, lD =180cm, C =75, N =5, q =497400, Q =507000, 

xv =1m/s, yv =0.5m/s. 
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The performance of algorithms can be evaluated from three aspects: the quality of 
the optimal solution, convergence speed and the diversity of population. 

Suppose that each task is denoted as (x,y,z,l,f), of which x, y are is the coordinate  
of storage or retrieval location, z is the lane number, l marks the location being  
on the left or right, l=1 the left, l=2 the right, f indicates whether the location is  
for storage or retrieval, f=1 storage, f=2 retrieval. 50 tasks are as follows:  
(31,1,5,2,1), (21,13,14,1,2), (55,1,10,1,1), (1,6,4,2,2), (31,2,7,1,1), (2,5,4,1,2), 
(24,20,7,1,1), (5,6,4,1,2), (11,3,5,2,1), (11,6,4,2,1), (18,9,7,1,2), (44,7,5,2,1), 
(32,15,8,1,2), (10,36,7,1,1), (8,3,1,1,2), (63,14,9,2,2), (16,21,3,1,2), (51,10,8,2,1), 
(35,21,11,1,2), (23,3,24,2,1), (41,36,3,1,1), (45,6,4,1,2), (11,14,6,2,1), (15,26,2,2,2), 
(67,3,48,1,2), (41,6,3,1,1), (33,10,52,1,2), (31,61,12,2,2), (17,9,9,2,1), (4,3,2,1,1), 
(10,7,14,1,2), (23,3,18,1,2), (51,22,31,2,1),(22,44,2,2,2), (21,23,3,1,1), (12,4,25,2,1), 
(31,1,5,1,2), (57,24,14,2,1), (62,11,30,1,2),(45,6,7,1,1), (29,5,13,2,2), (71,7,10,2,1), 
(32,8,8,2,1), (33,15,18,1,2), (43,13,8,2,1), (17,1,16,2,1), (3,15,14,1,2), (39,25,18,2,1), 
(3,35,48,2,2), (13,22,3,1,2). 

Considering the influence of the parameters mN  and α  on the optimal 

performance, many experiments are made under different parameter combinations, 
which are shown in Fig.3. It is clearly observed that the objective value decreases 
firstly and then increases along with α  growing for any given mN , but the objective 

value changes irregularly for any given α . In addition, as can be seen that a 
minimum value is achieved at mN =8 and α =0.8. Under such conditions, evolution 

comparison among ISFLA, SFLA and GA is done, as shown in Fig.4. 
Simultaneously, to offer more intuitionist information of population diversity during 
the evolutionary, Fig.5 shows initial population distribution and 110th-generation 
population distributions. 

 

 

Fig. 3. Effect of parameters on performance Fig. 4. Evolution comparison between 
algorithms 
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(a) Initial population             (b) Population of GA at 110th-generation 

  

(c) Population of SFLA at 110th-generation   (d) Population of ISFLA at 110th-generation 

Fig. 5. The distribution of the population 

In order to test the performance of ISFLA which is relative to other two on 
different sizes of tasks, benchmark instances from TSPLIB are adopted. Each 
algorithm runs thirty times, results are presented in Table 1, in which Opt_value, 
Avg_value and Avgcon_time indicate optimal value, average value, and average 
convergence time respectively. 

Table 1. Performance comparison among algorithms 

Problem Algorithm Opt_value Avg_value Avgcon_time 
 

Burma14 
GA 30.88 33.96 3.05 

SFLA 30.88 35.62 2.14 
ISFLA 30.88 31.75 1.69 

 
Oliver30 

GA 435.30 447.24 8.27 
SFLA 441.18 461.09 7.01 
ISFLA 423.74 425.48 3.13 

 
Eil51 

GA 456.39  479.77 18.86 
SFLA 478.69 506.92 14.84 
ISFLA 426.00 430.51 8.37 
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As shown in Fig.4 and Fig.5, compared with SFLA and GA, ISFLA shows a better 
performance on optimal solution, convergent speed and population's diversity. 
Furthermore, SFLA and GA trap into local optima easily. GA, by using fixed 
mutation, can reduce the chance of falling into local minimum to some extent. 
Nevertheless, the lack of optimum-oriented destroys population diversity. For ISFLA, 
improvement strategy of population diversity presented in this paper improves 
population diversity, providing a larger solution space for optimal searching, which 
provides advantages for obtaining a globally optimal solution or a sub-optimal 
solution. Furthermore, guided updating the frog individuals and adaptive stepsize are 
adopted during local search, which greatly enhance the convergence speed. In 
addition, as seen in Table 1, the performance difference among algorithms is a little 
when the size of problems is smaller; however, the performance of ISFLA is much 
better than that of the other two when the size of problems is larger. It further 
demonstrates that ISFLA has strong global and local search ability, especially in a 
larger size. 

5 Conclusion 

To optimize the scheduling of a multi-aisle automated warehouse, this paper presents 
an ISFLA, which improves the capability of local search by updating the worst frogs 
with the guidance and adjusting the stepsize adaptively, ensures the diversity of the 
population, strengthens the global search ability and restrains the prematurity by 
applying the heuristic mutation. Compared with the experimental results of SFLA and 
GA, ISFLA has a better performance, especially for a larger size of tasks. In future, 
how the population size and sub-population size influence the performance of ISFLA 
will be studied to further improve the performance of ISFLA. Thus ISFLA can be 
better applied to the scheduling problems of the related fields such as intelligent 
manufacture, logistic, airline and vehicle. 
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Abstract. In this paper, we consider the problem of rescheduling hu-
man resources in a battalion where new activities are assigned to the
battalion by higher headquarters, requiring modification of an existing
original schedule. The problem is modeled as a multi-criteria optimiza-
tion problem with three objectives: (i) maximizing the number of tasks
that are performed, (ii) minimizing the number of high-priority tasks
that are missed, and (iii) minimizing the differences between the orig-
inal schedule and the modified one. In order to solve the optimization
model, we adopt Non-dominated Sorting Genetic Algorithm-II (NSGA-
II). The accuracy of NSGA-II in this context is verified by considering a
small-sized problem where it is easy to verify solutions. Furthermore, we
consider a realistic problem instance for a battalion with 400 agents and
66 tasks in the initial schedule. We present the computational results of
rescheduling when unpredictable activities emerge.

Keywords: Battalion rescheduling, Multi-objective optimization,
Genetic algorithms.

1 Introduction

Similar to development in many countries, the Swedish Armed Forces (SAF)
has started undergoing a major process of change over the past few years. These
changes embrace transformation from an invasion defense to a mission oriented
defense. One major consequence of this transformation is that the SAF has
become drastically smaller and vulnerable to personnel shortage. The strictly
hierarchical structure and closed nature of military organizations do not allow
recruitment of new (temporary) personnel with right competencies if an ur-
gent need arises and new tasks are assigned to the organization. Thus, military
units are periodically forced to handle an essentially larger number of tasks with
the same manpower resources, which requires an efficient utilization of these
resources and calls for more flexible and effective planning of personnel, and
scheduling of tasks.

A battalion is a military unit with 400 to 1200 soldiers, which is considered
to be the smallest unit capable of independent operations. In the SAF, the

G. Tan et al. (Eds.): AsiaSim 2013, CCIS 402, pp. 93–104, 2013.
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battalion commander and staff (from hereon referred to as the commander)
are responsible for planning and scheduling different activities of the battalion
personnel such as education, training, exercises, tasks and missions. All activities
are pre-planned and scheduled on a yearly basis by the commander in a way
that all tasks and missions are performed and at the same time the personnel
attend necessary educational and training sessions and exercises to achieve the
required competencies for performing those tasks or missions. Considering that
activities require different number of personnel with different types and levels of
competencies, scheduling all activities per se is a difficult and complex problem.
Consequently, this problem becomes even more complex and challenging since
the set of workforce competencies is not static and changes over time as the
personnel attend military education, training or exercises. A typical scenario is
where personnel perform different types of tasks and later take part in different
educational activities to acquire the right competencies needed for more complex
tasks and missions scheduled to be performed after the courses. As a result,
the schedule for this kind of scenario is sensitive to changes and potentially
vulnerable to disturbances.

Nevertheless, in reality unpredictable activities emerge periodically, as a result
of unforeseen events and are assigned to the battalion by higher headquarters.
The commander then may be forced to do some rescheduling by removing per-
sonnel from scheduled tasks, such as educational activities in order to be able
to deal with imminent tasks. Assigning personnel to these tasks compromises
the commitment of the battalion to perform important and prioritized tasks or
missions, since some personnel may miss educational activities and do not have
the required competencies for forthcoming tasks and missions.

While doing the rescheduling the commander faces conflicting objectives such
as maximizing the total number of performed tasks, prioritizing more critical
tasks and missions, and preserving the original schedule to the largest extent.
These objectives partly reflect the interests of different stakeholders. For in-
stance, while the commander of the battalion wants to perform as many tasks
as possible, and prioritizes the critical tasks, the most important criterion for
the personnel is that their schedules are changed as little as possible.

In this paper, we propose a novel model for rescheduling different activi-
ties of the battalions personnel. We formulate the rescheduling problem as a
multi-objective optimization problem, in which we consider three objectives:
(i) maximizing the total number of performed tasks, (ii) minimizing the num-
ber of high priority tasks that are missed, and (iii) minimizing the differences
between the initial schedule and updated schedule. A multi-objective mathe-
matical model, with three conflicting objectives and a set of constraints is built.
In multi-objective optimization problems with conflicting objectives, the goal is
to find a set of Pareto-optimal solutions. Multi Objective Evolutionary Algo-
rithms (MOEAs) are well-known metaheuristics for sampling intractably large
and highly complex search spaces. MOEAs search more than one solutions in
parallel and are suitable for finding the Pareto-optimal set for multi-objective
optimization problems. MOEAs maintain population of non-dominated set of
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individuals and comparison of two individual solutions is based on Pareto-
dominance. A non-dominated solution is one in which it is impossible to improve
an objective without worsening at least one other objective. In the last fifteen
years, several multi-objective evolutionary algorithms have been proposed. In
order to solve our proposed multi-objective problem, we adopt Non-dominated
Sorting Genetic Algorithm-II (NSGA-II) [2], which is a well-known evolutionary
algorithm. To test the accuracy of NSGA-II for our problem, we consider a small
problem. We further conduct experiments on a large scale problem and present
computational results.

The rest of the paper is organized as follows: in Section 2, related work is
briefly reviewed. In Section 3, a mathematical multi-objective model for bat-
talion rescheduling is presented. In Section 4, the multi-objective algorithm
is described. Section 5 presents the experiments, including problem instances,
parametrization and discussion of results. Finally in Section 5, the conclusion
and summary of the paper are outlined.

2 Related Work

To the best of our knowledge, existing work does not address multi-objective
optimization rescheduling problems similar to the battalion rescheduling model
discussed in this paper. Even though we find some related work on schedul-
ing and rescheduling problems, it is different in several aspects. Clark and
Walker [3] present some models and computational results for nurse schedul-
ing and rescheduling considering nurses’ preferences. Due to changes in nurs-
ing cover requirements or unavailability of nurses to work their assigned shifts,
rescheduling is needed to fill the gaps in the initial schedule. The overall goal
is to reschedule nurses while considering their preferences in a manner that dis-
rupts as little as possible the existing schedule. In nurse rescheduling, the aim is
to minimize changes to the initial schedule as well as minimizing the total cost.

Moz and Pato have proposed different techniques for solving nurse reschedul-
ing problems with the objective to minimize the changes in the original schedule.
Moz and Pato [4] use a genetic algorithm to solve the problem and introduce
a second objective into the fitness function. The second objective is to mini-
mize the overtime, which they describe as minimizing the difference between the
number of scheduled duties and the number of performed duties.

Maenhout and Vanhoucke [5] propose an evolutionary metaheuristic to solve
nurse rerostering problem. Personnel roster determines the line-of-work for each
person [5]. Dynamic nature of operating environment can cause unexpected
events, which in turn lead to infeasibilities and schedule disruptions. In order to
cope with this situation rescheduling is necessary. Computational experiments
are performed on a well designed data set and the results of the proposed method
are compared with other already existing methods in literature. Chicano et al. [6]
focus on the Software Project Scheduling (SPS) [7]. Resources with a set of skills
are assigned to the tasks, and the objectives of the problem are to minimize the
time and cost of the project. The authors compare performance of different multi-
objective evolutionary algorithms in solving the proposed SPS model. Hao and
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Lin [8] study evolutionary algorithms to solve multi-objective model of the job
shop rescheduling problem. The model considers n jobs to be performed on m
machines and the objectives of the problem are to minimize the tardiness and
makespan. The rescheduling is needed in case of new job arrivals and machine
breakdowns.

The nurse rescheduling problem has some similarity with our problem in one
of the objectives, which is to minimize schedule disruptions. However, the bat-
talion rescheduling problem is different in several ways. Firstly, in our model,
tasks require different number of personnel with different types and levels of
competencies. Secondly, new tasks with different set of requirements can be as-
signed to the battalion during any time of the year. Thirdly, the set of workforce
competencies is not static and changes over time as the personnel attend mil-
itary education, training or exercises. These characteristics make the battalion
rescheduling problem more complex and challenging than the nurse rescheduling
problem. Job shop rescheduling problem is also similar to our problem in some
aspects but dynamic nature of the set of workforce competencies in our problem
differentiates it from the job shop rescheduling problem.

3 Problem Formulation and Model Description

We model the battalion rescheduling problem as a multi-objective optimization
problem. Battalion personnel are modeled as the set of agents A = {ai | i =
1, . . . ,m}, where m is the number of personnel in the battalion (agents). Assum-
ing that q different types of competencies C = {c1, . . . , cq} are relevant for the
function of the battalion, each agent ai ∈ A has a set of numerical attributes
ci = {cil | l = 1, . . . , q}, where cil ∈ {0, . . . , 4} specifies to what extent agent ai
is equipped with competency cl. The competencies of all agents can conveniently
be denoted by matrix C = [cil]{m×q}.

All activities (tasks, missions, military education, training, exercises) are mod-
eled as the set T = {tj | j = 1, . . . , n}, where n is the number of activities. To
each task tj ∈ T , a 4−tuple (sizej, startj , durationj , priorityj) is associated,
where sizej is the number of agents required to perform the task, startj is the
start date of the task, durationj is the duration of the task in days, and priorityj
is the priority of the task with the binary values low and high.

Each task tj consists of a set of positions. We enumerate and index all positions
in a sequence from the task with the smallest index to the largest and use the
notation j =

∑j
j′=1 sizej′ for the sum of the number of positions in all tasks t1,

to tj . Using this notation task tj consists of positions {pk | j = (j − 1)+1, . . . , j}.
The set of all position is denoted by P = {pk | k = 1, . . . , n}. We also define the
function tasknumber : {1, . . . , n} � {1, . . . , n}, which gives the index of task tj
that pk belongs to (i.e. , tasknumber(k) = j).

Each position pk has competency requirements wk = {wlk | l = 1, . . . , q},
where wlk, defines the minimum level of competency type cl required by position
pk, meaning that agent ai may be assigned to position pk only if ∀l, cil ≥ wlk. The
competencies required by all positions can conveniently be denoted by matrix
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W = [wlk]{q×n}. After completing some tasks, one or several competencies of
agents may increase one level. These tasks model military education courses,
training and exercises. In other words, courses are modeled as ordinary tasks and
are distinguishes from them only by being associated with an update function
(update : wl � w′

l, l = 1, . . . , q), which updates competencies of all agents
ai participating in the course. In this study, the update function is defined as
w′

l = wl + 1 for some specified values of l, depending on the course.
If all resources (agents) required by a task are available, the task will be

assigned to agents, otherwise the task remains unassigned. An agent can be
assigned to at most one task at any time.

A schedule is defined by matrix X = [xik]m×n, where xik ∈ {0, 1} and xik = 1
if position pk is assigned to agent ai, and xik = 0 otherwise.

A schedule X is feasible subject to the following constraints:

∀k,
m∑
i=1

xik ∈ {0, 1}, (1)

∀j,
j∑

k=j−1+1

xik,∈ {0, sizej} (2)

∀k, xik = 1 ⇒ ∀l, cil ≥ wlk, (3)

∀i, xik = 1 ∧ xik′ = 1 ⇒
[startj , startj + durationj) ∩ [startj′ , startj′ + durationj′) = φ,
where j = tasknumber(k) and j′ = tasknumber(k′).

(4)

Constraint 1 implies that only one agent is assigned to a position, constraint 2
ensures that tasks are either assigned to all required agents or not performed at
all, constraint 3 states that all agents should have all qualifications required by
the task and constraint 4 asserts that agents are assigned to only one task at
any time.

Given agents A, initial tasks T 0, positions P 0 with requirements W 0 and an
initial schedule X0 = [x0

ik]m×n0 , which assigns tasks to agents, a set of new tasks

T 1 are arrived at a given time (rescheduling time). The battalion reschedul-
ing problem is defined as finding a new assigning schedule X1 = [x1

ik]m×n1

for all tasks, which have not already started such that some optimization cri-
teria are fulfilled, subject to constraints 1 to 4. Tasks that have not started
at rescheduling time are specified by T 1 ∪ T 0 \ {tj | j = 1, . . . , n,∧startj <
rescheduling time}.

In this paper, we focus on three criteria, τ, μ and δ, defined as:

τ = |{tj ∈ T 0 ∪ T 1 | ∃xik ∈ X1 s.t. tasknumber(k) = j ∧ xik = 1}| (5)

μ = |{tj | tj /∈ τ ∧ priorityj = high}| (6)
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δ =
m∑
i=1

n1∑
k=1

(x1
ik − x0

ik) +
n0∑
k=1

x1
ik. (7)

The value τ is the number of tasks performed, μ is the number of high-priority
tasks that are not performed, and δ is the difference between the original sched-
ule the new schedule expressed by using the number of agents that have their
schedule changed. Maximizing τ and minimizing μ and δ is desirable.

4 Multi-objective Algorithm

The rescheduling problem formulated in the previous section is a combinatorial
optimization problem, where the search space becomes intractable even for mod-
erate sized instances. Genetic Algorithms (GAs) [9][10] are widely used meta-
heuristics for sampling intractably large and highly complex search spaces. The
GAs have frequently been used for solving many scheduling and optimization
problems [12][11][4][5]. In this paper, we adopt Non-dominated Sorting Genetic
Algorithm- II (NSGA-II), which is a well-known genetic algorithm to solve multi-
objective optimization problems. We modify the implementation of NSGA-II
provided by jMetal framework [2] to solve our problem. In the next subsection,
we explain the steps and parametrization of the algorithm for solving the pro-
posed multi-objective optimization problem.

4.1 NSGA-II Algorithm

In order to design a GA for a particular optimization problem, first step is to de-
vise a suitable representation scheme. In this paper, we choose a scheme in which
a schedule (chromosome in GAs literature) is represented by a n-dimensional vec-
tor of subsets of tasks. In the considered scheme, n-dimensional means that we
have n tasks which need to be performed by n groups of agents and each group
j consists of sizej agents. An example chromosome shown in Figure 1 consists
of 4 tasks requiring 3, 2, 4 and 5 agents respectively. Assume that there are 5
agents available. It means that m = 5, n = 4, size1 = 3, size2 = 2, size3 = 4,
and size4 = 5. We also assume that task 1 and 2 are overlapping, so an agent
assigned to one of the task cannot be assigned to another.

 Task    1    2         3               4 

Agent 
                         

1 2 3 
 

4 5 
 

2 3 4    1 
 

4    1 5    3    2    
 

Fig. 1. Chromosome representation of a candidate solution
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The steps of NSGA-II are summarized as:

– Generate initial population P0 which consists of N non-duplicate candidate
solutions (schedules). Each task is assigned only to those personnel, which
are capable of performing that task.

– Evaluate each candidate solution according to the given fitness functions (5),
(6) and (7).

– For t = 0 to M − 1 (M is the maximum number of generations) do:
• Generate N non-duplicate offspring (population Qt) using the following
three procedures.
Selection: Binary tournament selection is used to select parent solu-
tions for reproduction. In binary tournament selection, two individuals
are chosen uniformly at random from given pool Pt and the individual
with higher fitness is allocated for reproduction trial. Two binary tour-
naments are conducted to select two parent solutions.
Crossover: One-point crossover is used to combine two parents to pro-
duce an offspring. The crossover point p is chosen uniformly at random
such that 0 < p < n. The first p assignments are taken from parent A and
the remaining n− p are copied from parent B such that the constraints
are not violated. The duplicate assignments within same task are avoided
and no agent is assigned to more than one task at the same time. The
corresponding genes where assignments violate any of the constraints are
marked with * which need to be repaired. In the repair procedure each
of the marked gene is assigned an agent from the set of feasible (capable)
agents for that particular gene.
Mutation: Each gene is selected randomly with probability Pm and it
is assigned some other agent from the set of its feasible agents such that
it does not violate any of the constraints.

• Evaluate all generated offspring using the proposed fitness functions (5),
(6) and (7).

• Build the union Ut of parent Pt and offspring Qt (Ut = Pt ∪Qt).
• Rank all the solutions in Ut according to Pareto-dominance relation.
In the ranking procedure, first step is to find out all non-dominated
solutions and rank them as level 1. These solutions form a Pareto-front F1

with rank 1. Exclude these non-dominated solutions from Ut and find all
non-dominated solutions from the rest of the population. That provides
a Pareto-front F2 with rank 2. Keep on doing the same procedure until
you have ranked all the solutions into s Fronts.

• In order to select N candidate solutions for next generation (t+ 1), get
the sorted fronts (F = {Fi|i = 1, . . . , s}) in sequence one by one until
the population Pt+1 is filled with N non-dominated solutions. While
processing each front Fi, if the number of candidate solutions is less than
number of remaining solutions R of population Pt+1 (R = N −C, where
C is current size of Pt+1), copy all candidate solutions from Fi to Pt+1.
Otherwise, sort the candidate solutions of front Fi in descending order
based on crowding distance, iterate in sequence and fill the population
Pt+1 with remaining R solutions.
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– Return front F1, which is an approximated Pareto-front found by the
algorithm.

5 Experiments

In this section, we present a set of experiments and their results. The aim of
the experiments is to check the accuracy and quality of the results obtained
by applying NSGA-II to the proposed rescheduling problem. First, we describe
the problem instances, and the parametrization of the algorithm. After that we
present and discuss the experimental results of NSGA-II.

We modify the implementation of the presented algorithm which is based on
Java based framework jMetal [2]. The algorithm is run on a PC with an Intel
Core i5 - 2.60 GHz and 4.0 GB of RAM.

5.1 Problem Instances and Data

In order to discuss the accuracy and quality of the results, we consider two
instances of the proposed problem with different sizes as shown in Table 1.

Table 1. Specification of the Problem Instances with Initial Schedule

Prob# Total
Agents

Number
of Courses

Number of
other Tasks

Groups (# of agents assigned to the tasks)

1 50 1 5 [20, 25, 25, 45, 40, 40]

2 400 3 63 [100, 50, 50, 40, 30, 45, 40, 35, 70, 45, 40,
100, 50, 50, 40, 30, 45, 40, 35, 70, 45, 38,
100, 50, 50, 40, 30, 45, 40, 35, 70, 45, 40,
100, 50, 50, 40, 30, 45, 40, 35, 70, 45, 39,
100, 50, 50, 40, 30, 45, 40, 35, 70, 45, 40,
100, 50, 50, 40, 30, 45, 40, 35, 70, 45, 40]

Figures in bold are courses.

In all problems, we consider 10 different types of competencies. The data
for these competencies is integer values between 0 and 4 inclusive and thus we
have 5 levels (0, 1, 2, 3 and 4). We generate different number of profiles of
agents for each defined problem. The agents belonging to the same profile have
same competencies. For instance, in military troops, one type of profile can be
tank drivers. Considering problem number 1 where we have total 50 agents, we
generate 10 different types of agent profiles requiring 10, 10, 5, 5, 5, 4, 4, 3, 2 and
2 agents respectively. In problem number 2, we have total 400 agents, we generate
12 different types of agent profiles requiring 10, 10, 20, 20, 30, 30, 40, 40, 50, 50,
50 and 50 agents respectively. For each profile, we select 2, 3, 4 or 5 competencies
randomly with a uniform distribution and assign competency levels other than 0
with a given probability distribution. The assumed probabilities for competency
levels 1, 2, 3 and 4 are 50%, 25%, 15% and 10% respectively. It means that we
have less number of agents, which have higher level of competencies.
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The tasks may require a combination of agents from different profiles. Some
tasks may even require agents with higher competencies than available. In that
case agents may need special courses, which can enhance their competencies.

Initial Schedule data (task start date, duration, priority) for courses and other
tasks is generated randomly. In order to verify the working accuracy of the
algorithm, we manually create initial schedule for problem number 1 as shown
in Table 2.

Table 2. Initial Schedule data for problem number 1

Task# Day of
the year

Task start
date

Task duration Priority # of agents re-
quired

Is course?

1 1 2013-1-1 50 High 20 No
2 2 2013-1-2 25 Low 25 No
3 27 2013-1-27 24 Low 25 No
4 51 2013-2-20 60 Low 45 Yes
5 111 2013-4-21 60 Low 40 No
6 171 2013-6-20 30 Low 40 No

The data for these capabilities and their weights are integer values between 0
and 4 inclusive.

5.2 Parametrization

For experiments, the initial population size is set to 50 and the algorithm ter-
minates after 100, 000 evaluations. For problem number 2 given in Table 1, we
terminate after 10, 000 evaluations. The probability for crossover is 95% and
probability of mutation for each gene is 20%.

5.3 Computational Results

In this section, we present the computational results of the proposed rescheduling
problem which are obtained using NSGA-II. In order to test the accuracy of
the results, we consider a small problem with 1 course, 5 tasks and 50 agents
(Problem number 1 in Table 1). Task 1 needs 20 agents, task 2 and 3 need 25
agents each, task 4 which is a course requires 45 agents and task 5 and 6 need
to be assigned 40 agents each. The data for the initial schedule (see Table 2) is
designed in such a way that at any instance of time at least 80% of the agents
are busy in tasks or courses. Furthermore, the requirements for task number 6
are hard and those agents can be assigned to this task which have enhanced
their competencies by taking the available course (task number 4). Given the
feasible and complete initial schedule, assume that on 10th of January a new high
priority task is assigned to the battalion by higher headquarters. This requires
rescheduling of the assignments of agents to tasks considering given objectives
and constraints. The schedule data for the new task is given in Table 3.

We see that task number 6 and 7 are in parallel to each other, it means the
agents, which are assigned to one of task, cannot be assigned to the other. In the
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Table 3. Schedule data for a new task introduced on 2013-01-10 for problem # 1

Task# Day of
the year

Task start
date

Task duration Priority # of agents re-
quired

Is course?

7 172 2013-6-21 30 High 10 No

initial schedule, we already have assigned 40 agents to task number 6 and the
remaining 10 agents are free. The requirements for the new task (task number
7) are set such that those 10 free agents are not qualified to perform the task.
We need to reshuffle the assignments in our initial schedule. The requirements of
task number 7 are such that some of the agents need to be reassigned from task
number 6 to 7. According to the generated data, the other possible solution can
be that we miss the last task. By executing the algorithm, we get the Pareto-
optimal front as shown in Table 4. We can see that both types of solutions
are found by the algorithm and there can be multiple different Pareto-optimal
solutions with same objective values.

Table 4. Pareto-optimal front (for Prob# 1 with 1 new task)

Soln.# Total number of
tasks performed

Assignment Differences
from initial schedule

Number of high priority
missed tasks

1 6 0 1
2 6 0 1
3 7 7 0
4 7 7 0
5 7 7 0
6 7 7 0
7 7 7 0

Furthermore, to make the problem more difficult, we introduce some new
tasks in parallel to the initial set of tasks. The schedule data for 6 new tasks is
given below in Table 5. Task number 7 is parallel to task number 6 as before.
Moreover, tasks number 8, 9, 10, 11, 12 and 5 are parallel to each other. By
executing the algorithm, we get the Pareto-optimal front as shown in Table 6.

Now we consider problem 2, which is a realistic problem with 400 agents,
3 courses and 63 tasks. The requirements and schedule information (task start
date, duration, priority) for all the tasks and courses are generated randomly.
Given the feasible and complete initial schedule, assume that on 25th of January,
10 new tasks come in, of which 4 of them are high priority tasks. We need to

Table 5. Schedule data for 6 new tasks introduced on 2013-01-10 for problem # 1

Task# Day of
the year

Task start
date

Task duration Priority # of agents re-
quired

Is course?

7 172 2013-6-21 30 High 10 No
8 112 2013-4-22 28 High 10 No
9 115 2013-4-25 56 High 10 No
10 120 2013-4-30 21 High 10 No
11 127 2013-5-07 35 High 10 No
12 129 2013-5-09 14 High 10 No
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Table 6. Pareto-optimal front (for Prob# 1 with 6 new tasks)

Soln.# Total number of
tasks performed

Assignment Differences
from initial schedule

Number of high priority
missed tasks

1 6 0 6
2 7 7 5
3 8 10 4
4 11 47 0
5 11 47 0
6 10 40 1
7 8 10 4
8 11 47 0
9 6 0 6
10 8 10 4
11 10 40 1
12 10 40 1

reschedule the assignments of agents to tasks in such a way that we take care of
three given objectives. The schedule data for the new tasks is generated randomly
and number of required agents for task number 67 to 76 are 40, 30, 50, 20, 35, 20,
25, 30, 20, and 25 respectively. By executing the algorithm, we get the Pareto-
optimal front as shown in Table 7. There can be multiple solutions with same
objective values but we have shown only distinct ones. The results show that
performing all high priority tasks is in a sharp contrast with preserving the
initial schedule and both objectives cannot simultaneously be optimized. It is
up to the decision-maker to select the desired solution form the Pareto-optimal
front according to her/his preferences.

Table 7. Pareto-optimal front (for Prob# 2 with 10 new tasks)

Soln.# Total number of
tasks performed

Assignment Differences
from initial schedule

Number of high priority
missed tasks

1 67 0 4
2 68 505 1
3 67 593 0
4 65 467 1
5 67 297 3
6 68 962 0

6 Conclusion and Summary

In this paper, we propose a novel model for rescheduling different activities of the
battalions personnel. We formulate the rescheduling problem as a multi-objective
optimization problem, in which we consider three objectives: (i) maximizing the
total number of performed tasks, (ii) minimizing the number of high priority
tasks that are missed, and (iii) minimizing the differences between the initial
schedule and updated schedule.

Firstly, a multi-objective mathematical model, with three conflicting objec-
tives and a set of constraints is built. Multi Objective Evolutionary Algorithms
(MOEAs) are well-known metaheuristics for sampling intractably large and
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highly complex search spaces. In order to solve the optimization model, we adopt
a well-known multi-objective genetic algorithm NSGA-II.

We present the computational results of the proposed rescheduling problem,
which are obtained using NSGA-II. We verify the accuracy of the algorithm
in this context by considering a small problem with easy to verify solutions.
Furthermore, we consider a realistic problem instance for a battalion with 400
agents and 66 tasks in the initial schedule. We present the computational re-
sults of rescheduling when 10 new tasks come in. The experimental results show
that NSGA-II efficiently provides the Pareto-optimal solutions for the proposed
rescheduling problem. From the obtained Pareto-optimal front, the decision
maker can choose one or more solutions according to her/his preferences.
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Abstract. Missile seeker’s stabilization platform, also called coordinator was 
one of the key parts of seeker. In this study, an ADAMS/Matlab co-simulation 
environment for the design of seeker’s stabilization platform was proposed. 
First, the mechanical model of coordinator is analyzed, virtual prototype model 
of the coordinator was built through SolidWorks and ADAMS, and the control 
model of the coordinator was built through MATLAB and Simulink toolbox. 
Then co-simulation model was achieved through ADAMS/Control block and 
Matlab/Simulink port. At last, model accuracy was verified by using coordina-
tor’s real data. With all of these, control system of the coordinator was designed 
in the co-simulation environment, and isolation performance of the coordinator 
was tested in this co-simulations environment. Simulation results show that the 
coordinator’s design work based on the ADAMS/Matlab co-simulation envi-
ronment is feasible, effective and practical, and it has advantages such as higher 
fidelity of controlled objective, easier for modeling and debugging compared 
with traditional design strategy of mathematical methods, and provided a new 
design approach for high performance coordinator. 

Keywords: ADAMS and MATLAB Co-Simulation Method, Virtual Prototype, 
Coordinator, Mechanical Control System. 

1 Introduction  

The virtual prototype technology is a brand new products development strategy, and 
also a digital design method based on products computer simulation model. The digi-
tal model, namely virtual prototype, combines developing models in different engi-
neering fields in order to imitate the real products from their appearance, function and 
behavior, and at the same time supports for concurrent engineering methodology. The 
virtual prototype technology is involved with multi-body system kinematics and  
dynamics modeling theory and its implementation, meanwhile it is an integrated ap-
plication technology of advanced modeling technology, multi-fields simulation tech-
nology, information management technology, interacted user interface technology and 
virtual reality technology. 

The virtual prototype design system can supply integrated virtual prototype  
environment for missile seeker’s design and simulation, and on the basis of full dem-
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onstration of user requirements, then the designers can focus on developing  
algorithm, modeling and integrated simulation. This can not only shorten seeker  
developing cycle, but also reduce design cost and risk. 

The coordinator system is one of the vital subsystems in seeker, and its perfor-
mance has direct effects on seekers’ tracking velocity and precision. High perfor-
mance coordinator is the key for increasing detection probability, recognizing target 
and tracking target precisely, and it is meaningful to enhance seeker’s overall perfor-
mance. The four functions of coordinator are as follows: First, make optical axis of 
IS(imaging sensor) stable and unaffected by aircraft attitude motion, and in the end 
obtain clear images for imaging system; Second, make up IFOV (instantaneous field 
of view) shortage of imaging system, and make sure enough FOV of search by scan-
ning for imaging system, thereby guarantee no loss of target; Third, realize optical 
axis preset function, and make seeker optical axis reserved pointing to the require-
ment direction, thus improve target discovery rate; Forth, achieve target tracking 
through seeker optical axis tracking target’s line-of-sight axis controlled by servome-
chanism of servo system, then measure the target’s line-of-sight angular velocity, 
after that, form it into guidance signal and deliver to autopilot. 

In recent years, multi-body dynamics has become the most active modeling theory 
in the engineer fields, the virtual prototype technology becomes mature, meanwhile 
simulation and test based on all kinds of virtual prototype model has become an im-
portant approach of testing and theoretical analysis. Much simulation software, such 
as ADAMS, MATLAB, ANSYS, etc., has their own advantages and disadvantages, 
and therefore it is always dissatisfactory with the simulation results got by single 
software. However, the co-simulation breaks their own defects, connects two or more 
than two simulation software through bidirectional data port, and make data real-time 
exchangeable during simulation, bring every simulation software’s superiority into 
full play simultaneously, this makes virtual model get much closer to real model, and 
thus the most ideal simulation results can be obtained. 

This study adopts ADAMS and MATLAB software, and build bidirectional com-
munication link through their own communication port and a common agent, thus 
associate mechanical model of the coordinator on ADAMS with control system on 
MATLAB/Simulink to conduct co-simulation test, therefore, the controlled object 
modeling can be simpler and more accurate and provides a more precise controlled 
object for control system design. The ADAMS/Matlab co-simulation method of the 
coordinator affords a brand new thought for high performance coordinator system. 

2 Three Degree of Freedom Coordinator Model 

The ADAMS has advantage on kinetics simulation but lack of modeling function; 
however ADAMS has perfect model import ports for almost all of the popular CAD 
model software. This paper uses SolidWorks to construct coordinator’s virtual proto-
type model firstly, and then exports model in the form of Parasolid, finally import the 
Parasolid model to ADAMS through ADAMS transform port. In the end, this paper 
has got available of this co-simulation model by combining virtual prototype with 
control calculation program via related ports in MATLAB, ADAMS/Control and 
MATLAB/Simulink. 
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This coordinator’s mechanical model used in this study consists of outer, middle 
and inner frame, and there is a driver motor on one side of every frame and a resolver 
installed on the other side. In order to isolate the effect of body disturbance on seeker 
direct, a rate gyroscope is installed on inner frame and outer, which is used for mea-
suring pitch, yaw and rotate angular velocity in inertial system. Figure 1 shows the 
mechanical structure of three degree of freedom coordinator. 

 
Fig. 1. Three degree of freedom coordinator mechanical model 

When models were imported directly into ADAMS, there is not any quality infor-
mation,  restraint or driver, so there it in impossible to launch dynamic simulation, 
proper restraint should be added first, meanwhile designate material density and pois-
son’s ratio on related components. After this, the ADAMS can calculate components’ 
quality, rotational inertia and automatically establish center of mass coordinate system 
at centroid. The restraint added to all components which are called kinematic pair or 
hinge is for the sake of regular motion in the mechanical model. On the purpose of 
imitating system real motion, the kinematic pair must be abstracted from real model 
and defined between components. At the same time, driver and load should be added 
into kinematic pair. In accordance with construction of testing system, driver moment 
has added into three motor shafts, and the size of moment is exported by the form of 
state variable and imported from outside. In the meantime, build mark point in the 
center of gyroscope to imitate export angular velocity of real rate gyroscope. 

Satisfy the integrity of simulation motion, and simplify model reasonably at the 
same time, then the components and details that have no effects on relative motion 
can be ignored, such as some transition,  chamfer,   rounding in screw,  nut,  guide 
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block and components can effectively enhance efficiency of simulation calculation 
and reduce difficulty of model transformation. The way to set components real value 
by hand can eliminate the related components physical change as rotational inertia 
and quality which are caused by ignored components and geometry details, and thus 
make model the has same physical property as physical prototype. In conclusion, the 
simulation results are equivalent in physical prototype test. 

3 Three Degree of Freedom Coordinator Control System Model 

Figure 2 shows the structure of single channel electromechanical model on coordinator. 

1

aLs

aR

ek

au

−−

− − −

Tk
driveM

dM

gω

bω

1

s

1

s

1

Js

CRk

fk

 
Fig. 2. Structure of single channel electromechanical model on stable platform 

In Figure 2, au  denotes motor armature voltage; aL  denotes motor armature induc-

tance; aR denotes motor armature resistance; TK  denotes moment coefficient; ek  

denotes back EMF(Electromotive Force) coefficient; driveM  denotes Motor drive 

moment; dM  denotes disturbance torque; J denotes rotational inertia of load; fk  
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denotes friction coefficient; CRk  denotes lead resistance moment coefficient; gω  

denotes frame angular velocity; bω  denotes body attitude angular velocity. 

In order to construct simplify mathematic model of the coordinator, we ignored 
unbalanced moment of frame command, coupling moment between frames, etc., so 
the Torque motor model is as follows: 

 ( )T
drive a e g

a a

k
M u k

L s R
ω= −

+
 (1) 

According to the newton's second law, the torque equilibrium equation is as follows: 

 drive f g gM k Jω ω= +   (2) 

Where f  is regarded as friction coefficient. 

Then derives the transfer function of stable platform is as follows: 
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4 Construction of co-simulation Model and Verification 

4.1 Model Construction 

There is a port connected to Matlab in the ADAMS, and that can transfer the nonli-
near mechanical model in ADAMS to s_function in Simulink, then add control model 
 

 
Fig. 3. Connection ways of ADAMS and MATLAB 



110 X. Zhu, Z. Liu, and J. Yang 

 

to s_function for the sake of using many kinds of tools in Simulink to conduct the 
Matlab and ADAMS co-simulation. According to the controller design theory as 
shown before, figure 3 shows the construction of co-simulation model in Mat-
lab/Simulink. 

4.2 Model Verification 

To verify the model and the interactive of ADAMS and Matlab/Simulink, this paper 
enter  a cosine form of torque command to an assigned channel and put in missile 
body’s perturbation angular velocity simultaneously, then observe the output of  
gyroscope and frame angle to achieve model verification, the figure 4 shows the  
verification results. 

 

Fig. 4. Verification results 

In the real test, the body perturbation angular velocity is given as 0.25cos(t),  
and angular acceleration of frame angle(moment divide rotational inertia)  
command is also 0.25cos(t), the simulation results show that the value measured by 
gyroscope is the superposition of body perturbation angular velocity and frame angu-

lar velocity, that is 
0
0.25cos( ) 0.25cos( )

t
t dt t+ , and the frame angle is 

0 0
( 0.25cos( ) )

t t
t dt dt  , thus confirm the validity of model. 
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5  Co-simulation Test and Analysis 

Using the seeker stable loop to eliminate the influence of body perturbation on seeker 
optic axis direction, and the stable loop must have enough bandwidth. Figure 5 shows 
the rate gyroscope coordinator stable program. 

uc gω
bω

tω

 
Fig. 5. Velocity gyroscope coordinator stable program structure  

In order to realize rate gyroscope stable platform control, the paper introduce PI 
control to loop, and the controller is as follows: 

 
1

( ) (1 )A p
i

G s K
T s

= +  (4) 

The motor armature inductance is 5mH; the motor armature resistance is 8Ω; the 
moment coefficient is 0.2Nm/A; the back EMF coefficient is 0.2971V.S/rad; the static 

friction torque is 0.03Nm; the rotational inertia of load is 0.0077 2kg m• ; the  

friction coefficient is 0.01Nm/(rad/s). 
In the ADAMS/Matlab co-simulation environment, the PI controller transfer  

function is as follows: 

 
90

( ) 0.95AG s
s

= +  (5) 

When body perturbation amplitude is 40(°)/s, the perturbation frequency is 5Hz, fig-
ure 6 shows the simulation results of inside casing stable loop decoupling perfor-
mance based on ADAMS/Matlab co-simulation. The simulation results show that the 
decoupling coefficient of inside casing stable loop on 5Hz body perturbation is 5.9% 
which meets the design demand. 

Utilize linear mathematic model of inside casing stable loop to analyze control sys-
tem stability. Figure 7 shows open-loop frequency domain characteristics of inside 
casing stable loop, that is the open loop cut-off frequency is 203rad/s, the magnitude 
margin is 7.74dB, the phase margin is 38.4°, which can meet the design index  
requirements, and then verify the rationality of design results. 
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Fig. 6. Simulated results curve on decoupling characteristics of inside casing stable loop 

 
Fig. 7. Open-loop frequency domain characteristics of inside casing stable loop 
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6 Conclusion 

This paper presented a strategy to realize ADAMS/Matlab co-simulation, based on 
this strategy we can realize both the mechanical and control system of the missile 
seeker’s coordinator on its virtual prototype. Using ADMAS based mechanical model 
as controlled plant, with the controller designed by Matlab/Simulation toolbox to 
carry out ADAMS/Matlab co-simulation can get good design result, and avoid design 
and analysis error due to inaccurate expression of Matlab electromechanical system 
through mathematic model, and make the coordinator virtual prototype much closer to 
real prototype to bring more reliable on design and simulation results. 

This research idea and methodology in this study can be extended into more consi-
derable forms of coordinators, meanwhile provide reference to the high performance 
coordinator’s design and intense research. 
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Based on Fiducial Marker for Image Guided
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Abstract. Patient-to-image registration is a fundamental step of Im-
age Guided Neurosurgery System. In this paper, we propose an au-
tomatic technique to register the patient space with the preoperative
images based on fiducial markers. Our technique includes three parts.
First, we identify the markers in the image space based on multi-scale
features and then cluster all this features to find marker centers. And in
patient space, we combine Trajkovic’s and Harris’s algorithm to detect
the corners in the center of the markers and then reconstruct 3D coordi-
nates based on binocular stereo vision. At last, we register these two sets
of centers using RANSAC. Experiments show that the marker centers
can be localized precisely and the two space can be perfectly registered.

Keywords: multi-scale feature, Image Guided Neurosurgery System,
registration, fiducial marker detection, corner detection.

1 Introduction

Recently, Image Guided Neurosurgery System (IGNS) are playing a more and
more important role in the field of minimally invasive surgery. By combining
highly accurate localization of lesion position and guiding the surgical instru-
ments efficiently, it makes the surgery more effective and less invasive, and thus
reduces the risk of surgery [1].

During the surgery, the preoperative CT/MRI images need to be precisely
registered with the patient, in order to reflect the relationship between the in-
struments and lesion position [2],[3]. Registration, defined as the alignment of
the different coordinate systems, is an essential step in IGNS. It directly affects
the accuracy of the whole system [4].

The technique currently used for patient-to-image registration in IGNS is
mostly based on point-pair matching. By selecting at least three pairs of cor-
responding points from both coordinates, a spatial transform can be computed
to register the patient space to the image space. At present, most IGNS need
the user to select the points in images manually, in this way the resulting er-
ror depends to a large degree on the user’s personal experience. In addition,
the accurate selection of points is time-consuming. So if the points could be

G. Tan et al. (Eds.): AsiaSim 2013, CCIS 402, pp. 114–125, 2013.
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automatically and precisely localized, the accuracy of the guide system will be
enhanced and the preparation time will be cut down.

Two main kinds of points can be used for this point-based registration in
IGNS: anatomical landmarks and fiducial markers. Woerdeman pointed out that
the registration based on fiducial markers is more reliable [5]. In addition, fiducial
markers are more easily to use than anatomical landmarks, thus registration
based on fiducial marker is used most widely in clinical application.

There have been some researches done for automatic localization of the center
of fiducial markers. Maurer [6] proposed a hybrid registration technique that
used a weighted combination of points and surfaces. But the position of each
marker was acquired by the probe, this need the user’s intervention. Wang et
al. [7] proposed an approach based on shape index and curvedness, experiments
on clinical CT data showed that the center of the fiducial markers could be
automatically localized with high precision. But the results on MRI data were
not as good as that with CT data. In 2009, they designed another method
to automatically identify the centers of markers, their method compared the
marker model and the surface patch of the patient’s head segmented from 3D
CT or MRI images [8]. If their Project Height Images(PHI) are alike, this means
the center voxel of the surface patch was a candidate for the marker center.
This algorithm performed well on both CT and MRI data, but needed a little
longer execution time, especially for MRI data. Zheng et al. [9] described a semi-
automated solution for precise detection of fiducial screws. They regarded the
detection of the fiducial screws as a pose estimation problem and solved it by
iteratively matching a computer aided design (CAD) model of the fiducial screw
to features extracted from the CT/DVT data. But their solution called for a
user-supplied initialization and the screws meant invasive to the patient.

In patient space, many fiducial markers take corner as interesting points,
since corner can be robustly detected and do not change greatly under differ-
ent light conditions. The earliest corner detection algorithm was proposed by
Morevec [10], which was based on autocorrelation measurement response in four
directions. Morevec operator is easy to calculate but it is anisotropic and noise-
sensitive. Harris [11] proposed a new algorithm based on Morevec’s mind. This
algorithm used the autocorrelation matrix of brightness function to realize cor-
ner detection. But it is computationally intensive and time-consuming, difficult
to meet real-time requirement. MIC method proposed by Trajkovic [12] made
a progress in speed, but it had similar problems with Morevec’s. Guo [13] com-
bined Harris’s with Trajkovic’s algorithm to cut down the computation time.
However this approach could not filter out false corners, so it did not apply to
be used in surgical navigation system directly.

In this paper, we propose an automatic approach to localize the center of
fiducial markers in image space and patient space. In image space, we use the
multiple scale features to recognize the field of the markers and then cluster all
this features to find the centers. In patient space, we use a binocular camera to
detect the corner in the center of the marker, combining Trajkovic’s and Harris’s
algorithm to increase the speed while maintain the accuracy. The flowchart of
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the whole system is showed in section 2. We will describe the methods in detail
in section 3 and section 4, and give the experiment results on simulation data in
section 5. Finally we’ll conclude this paper by conclusion and outlook.

2 Overview

There are two kinds of fiducial markers in use in current IGNS: bone implanted
and skin affixed [4]. The former one is not only time-consuming but also invasive
to the patient. Now most fiducial markers are adhered to the patient’s skin before
scanning. In this paper, we make our fiducial marker as a cylinder which is shown
in Fig.1. The thickness of the marker is 1.7mm, the diameter is 20mm.

Fig. 1. Markers in our IGNS

The core idea of point-based registration involves determining the coordinates
of corresponding points in image and in physical space (namely patient space)
and computing the geometrical transformation that best aligns these points (gen-
erally in a least-squares sense) [6]. In image space, we detect the marker centers
from the preoperative images like CT/MRI. And in patient space, we reconstruct
the spatial information based on binocular stereo vision. The binocular camera
we use is Bumblebee made by Point Grey Research, Inc.

Fig.2 shows the flowchart of the patient-to-image registration. During the
surgery, the patient lies on the operation table with the stereo-vision cameras
facing down. In image space, the mesh of the head is extracted from the preoper-
ative CT/MRI images through some surface reconstruction technique. Then we
detect the features around the markers on the mesh basing on the multiple-scale
space. After this, we cluster all feature points to find the centers of the markers.
In patient space, we obtain the pictures in real time using the calibrated stereo-
vision cameras. And then combine Trajkovic’s and Harris’s algorithm to detect
the corners in the pictures. Because there may be some misidentified points
(what we need is the corner in the center of the marker), we adopt a method
based on gray transition to filter out the wrong corners. Next, reconstruct the
three-dimensional coordinates of the centers. Finally, after getting two sets of the
center points, we calculate the transformation matrix to finish the registration.
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Fig. 2. Flowchart of our registration method

3 Detection of Fiducial Marker Center Based on
Multi-scale Feature

In the field of computer vision, Lowe [14] proposed the SIFT algorithm to find
the key points in two-dimensional images. The basic idea of his algorithm can
be concluded that smoothing the images with Gaussian function to construct
a scale space, then calculating the difference between these smoothed images,
the pixel which has a big difference makes a key point. We extend this idea to
the spatial space. First, create a scale space of the mesh data. Then find the
extreme value as the feature points. Considering the points in the neighbor of
the markers have relatively large curvatures, many points around the markers
will be detected by this method. Then by the means of clustering, we can find
the centers of the markers.

3.1 Multi-scale Representation of Triangular Mesh

For a two-dimensional image I(x, y), the representation in different scale space
L(x, y, σ) can be gotten by convolution with Gaussian function G(σ). σ is called
scale space factor. The smaller the value is, the less the image is smoothed, and
vice versa. In order to represent triangular mesh in different scale space, we need
to smooth the mesh under different scale space factor σ. In terms of the two-
dimensional image, the gray value of each pixel can represent the intensity of the
signal. For the mesh in the three-dimensional space, what the data contain is
only the vertex location information. Therefore we need to redefine a new signal
to indicate the intensity for every vertex in different scale space.

If the original grid image is M and the scale factor is σ, the result is Mσ after
smoothed by the Gaussian filter. Let p be a vertex of M , pσ is the vertex in Mσ

corresponding to p, then in the scale space with the factor σ, We define the signal
strength of p is l(p, σ), l(p, σ) =< nσ(p), p− pσ >, where nσ(p) is the normal of
pσ in Mσ. In general, there will be an angle between nσ(p) and p−pσ. Namely the
movement of vertex p includes both normal and tangential components in the
process of smoothing. The signal strength of p is the displacement between p and
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pσ in the normal direction of pσ. In order to reduce the influence of tangential
component, p should only move along the normal direction of pσ.

Jones [15] smoothed the grid by local first-order predictor. However, he did
not limit the vertex movement in the normal direction. It would lead to vertex
drift. We borrowed the idea of the predictor. For the vertex p, N(p) are the
vertices in the neighbor of p. ∀q ∈ N(p), we define the predictor of q as

∏
q

by the surface Sq decided by q and the normal nσ(p) of pσ. So, the predictive
value

∏
q(p) under the predictor

∏
q is the projection of p on the surface Sq.

Fig.3 shows the theory. But before smoothing, nσ(p) is unknown, so we need to
estimate nσ first.

Fig. 3. The theory of vertex predictor

The algorithm is as follows:
(1) Detect all boundary points of M . In the smoothing process, boundary

points remain the same, in order to avoid the contraction of the borders.
(2) ∀p ∈ M , calculate the normal nσ(p) of the smoothed vertex pσ corre-

sponding to p in the scale space with σ as the scale factor. Eq.1 is the Gaussian
function.

Gσ(x) =
1

2πσ2
e

−x2

2σ2 (1)

Let N(p) be the points in the neighbor field of p, then ∀q ∈ N(p), define ‖q− p‖
as the weight of spatial distance. Taking into account that the grid may be non-
uniform sampled, we introduce the Voronoi area of q as the weights Aq. Thus,
we use Eq.2 to estimate nσ(p).

nσ(p) =

∑
q∈N(p) nqAqGσ(‖q − p‖)∑
q∈N(p) AqGσ(‖q − p‖) (2)

(3) ∀p ∈ M , calculate the corresponding vertex pσ in the scale space with σ as
the scale factor. We use the weighted predicted value

∏
q(p) under the predictor∏

q to calculate the pσ. As shown in Eq.3.

pσ =

∑
q∈N(p)

∏
q(p)AqGσ(‖q − p‖)∑

q∈N(p) AqGσ(‖q − p‖) (3)
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Through our smoothing algorithm we can get that, ∀p ∈ M , the displacement
between p and pσ ∈ Mσ only exists in the nσ(p) direction. This displacement is
the signal strength l(p, σ) in the scale space with scale factor σ. Thus, we get
the M

′
s multi-scale representation L(M,σ). By choosing different scale factors:

σ0, . . . , σn, where σi+1 = kσi, i = 0, 1, . . . , n − 1, we can get the representation
L(M,σi) of the grid M in different scale space. Fig.4 shows the representation
of the model in different scale space and its signal strength.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. The first line is the smoothed head model under different scale factors, and the
second line is the signal strength of corresponding model. In this figure, k = 0.6, σ0 is
the average distance between adjacent vertices in the mesh.

3.2 Feature Point Detection

In order to detect stable points in multi-scale space, Lowe [14] used the extremum
of the Difference of Gaussian function (DOG), and Lindeberg [16] pointed out
that Difference of Gaussian function is the approximation of scale-normalized
Laplacian of Gaussian σ2∇2G. Mikolajczyk’s experiments [17] showed that the
extremum of σ2∇2G have the stable features. The value D(M,σi) of Difference
of Gaussian function can be calculated by the Eq.4 where i = 1, 2, . . . , n.

D(M,σi) = L(M,σi+1)− L(M,σi) (4)

After calculating the value of Difference of Gaussian function, we detect the
extremum in scale space as the feature point. ∀p ∈ M , compare its value with
its one-ring neighbors of the same scale space and the adjacent scale spaces. As
shown in Fig.5, the red vertex means the point p and all blue vertices means
its neighbors. If the DOG value of the red vertex is largest or smallest, then we
define p as an extreme point.

For localizing the center of the markers, all feature points are clustered. In
our method, a procedure similar to the cluster algorithm in [7] is used to pick
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Fig. 5. Extreme point in scale space

out the groups that correspond to the markers according the distribution of the
feature points. Next, compute the centers of the markers based on the geometry
information. The clustering is done as follows and the result is shown in Fig.6:

(1) Initialization. In the first step, we pick k feature points as the initial centers
of the groups using Kmeans++ algorithm. Then we scan all feature points. For
each point, calculate its distance to every center of the groups, add the point to
the group which is closest to it.

(2) Group processing. In case that cluster divides the feature points belong
to the same group into two, we merge two groups if the distance between their
centers is less than a threshold (maybe the diameter of the marker, as the dis-
tance of the markers is often larger than the diameter). After merging, we delete
the groups with few points, due to the group corresponds to the marker usually
has many feature points.

(3) Cluster again. For localizing the centers, what we need is only the points
that are around the bottom of markers. So if the distance between the feature
point and its group center is within a certain range (eg 7-15mm), the point is
reserved. Otherwise, the point will be deleted. After scanning all these points ,
repeat (1)-(3) steps.

(4) Calculate the centers. Influenced by the density of feature points, simply
treating the centers of the groups as the centers of the markers will produce large
error. So we make use of the geometry feature of the marker that the marker is
a cylinder. And after the last step, all remaining feature points are around the
markers at the bottom. What we next to do is to find the center of the circle.
According to the principle that the intersection of three perpendicular bisectors
of a triangle is the center of a triangle circumcircle, we take three feature points
randomly from one group, find the center O of the circumcircle and also the
radius R. Calculate the distance between all feature points to the center O,
if the distance is approximately equal to R, the feature point is considered as
qualified. Count the ratio of the qualified points. The center O is acceptable if
the ratio is more than 2/3.
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(a) (b) (c) (d) (e)

Fig. 6. The procedure of Clustering the feature points, the red points mean feature
points and the green one means the center of the group. (a) result after the first
clustering; (b) merge the adjacent group; (c) delete the small group; (d) result after
the second clustering; (e) calculate the centers according to the geometry feature.

4 The 3D Reconstruction Algorithm for Specific Corners
in Patient Space

In patient space, we need to detect the central corners of the markers to register
with the centers detected in image space. The flowchart of the algorithm is shown
in Fig.7. First we acquire two images from each len of the binocular camera, then
extract corners from these images. Considering the special design of the markers,
the corner points on the circumference can also be detected, these points should
be filtered out. After this step, recovery the spatial coordinates according to the
theory of binocular stereo vision.

Fig. 7. Flowchart of marker detection algorithm in patient space

In the corner detection field, Harris corner detector [11] is one of the most
widely used currently. It is based on the autocorrelation matrix of the image
gradient. Since this algorithm needs to calculate the autocorrelation matrix for
every pixel in the original image, it is quite time-consuming. Though it can
detect the corners with acceptable accuracy but it can not be used in real-time
IGNS.

The MIC corner detector proposed by Trajkovic [12] using multi-grid algo-
rithm. At first, calculate the minimum intensity change in the horizontal and
vertical direction under a low-resolution version of the original image, obtaining
the possible corner position. Then only processes the pixels in original image
corresponding to those points.

We combine these two detectors, through MIC algorithm to identify those po-
tential corner points, then calculate their Harris corner response value to choose
true corners. In this way, we can not only speed up the computation time but
also guarantee the accuracy.
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Fig. 8. The schematic of gray transitions

After extracting the corners, we need to screen out those corners on the cir-
cumference of the markers. The method we adopt is based on the gray transitions
which is shown in Fig.8.

In Fig.8, what we want is the cross-type center of the marker. The corner on
the circumference is defined as false corner. After the binarization of original
image, draw circle around the corners achieved by the last step, then count the
times of the gray transitions. A gray transition means the gray changed from
white to black or black to white. We can see that the false corner has only two
times of gray transitions, but the center point has four times. Thereby we can
eliminate the false corner.

In order to test the algorithm, we have designed an experiment. The resolution
of the binocular camera is 640× 480, and CCD pixel size is 3.75um× 3.75um.
Arbitrarily selected 5 points, the distance between these five points are given in
advance as a ground-truth reference. Reconstruct these 5 points using the API of
camera system, then calculate mutual distance between these points. The mean
error between measurement distance and the ground-truth distance is about
0.5mm. And the time is shorter about 3.3 times than the Harris’s algorithm.

5 Registration

The registration of the INGS can be abstracted into the following mathematical
problem: Given two sets of points in different space P = {p1, p2, . . . , pm} where
pi ∈ R3 (i = 1, 2, . . . ,m) and Q = {q1, q2, . . . , qn} , where qj ∈ R3 (j = 1, 2, . . . ,
n). The objective of the registration is to find a rigid transformation matrix M
which makes the error metric e minimal, as shown in Eq.5

e = min
∑

‖Mpi − qj‖2 (5)

We adopt RANSAC method to find the corresponding point pairs. The detail
is described as follows:

(1) Select three points from P and Q respectively. P represents the centers of
markers in patient space, and Q in image space.

(2) Calculate the rigid transformation matrix M .
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(3) After P transformed by M , if the distance between pi and its nearest point
qj in Q is less than a given threshold, then the point-pair (pi, qj) can be treated
as qualified, otherwise not. The qualified point-pair is marked as inlier.

(4) If the number of the inliers reaches a certain number (or the ratio to the to-
tal point-pairs reaches a predetermined threshold), stop the iteration. Otherwise
do again the last three steps. After identifying the set of correct corresponding
points, we use Horn’s method to get the rigid transformation matrix between
the two spaces.

6 Result

We use simulated data to validate the proposed approach. In the surface of
a head model, we paste eight markers randomly. After surface reconstruction,
we get the mesh of the head model which is consisted of approximately 470,000
facets. Then the automatic approach proposed in Section 3 is used to identify the
centers automatically. In our experiment, all 8 markers are correctly identified.
The result is shown in Fig.9.

Fig. 9. Result of the registration. The left image shows the head model, and the right
image is captured in patient space. The green points mean the centers detected in image
space. The blue ones represent the center corners detected in patient space which is
transformed into model space by the registration matrix.

On a PC of which the CPU is Intel Core i7 with 4GB memory, multi-scale
spatial representation and feature point detection cost about 40 seconds. But this
step can be done before the surgery, and save the results in a file. The clustering
of the feature points is performed within 0.01 seconds. The registration of two
space takes about 0.03 seconds.

In our experiment, we use cross-validation method to verify the algorithm.
Among the points identified by the binocular camera, we choose a part of the
points to do the registration, and the left points to verify. The error is evaluated
by the target registration error (TRE), which is defined as follows:

TRE = ‖Mpi − qj‖ (6)
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In Eq.6, M is the transform obtained by the registration algorithm, pi stands for
the target selected from patient space, and qj represent the same target from
image space. Through 105 combinations of the data, the mean error is about
0.68 mm, the detail of the result is shown in Fig.10.

Fig. 10. The error distribution of 105 groups of data

7 Conclusion and Future Work

In this paper, we have proposed an automatic approach to localize the center of
fiducial markers in image space and patient space respectively. In image space,
we identify the markers based on multiple scale features and then cluster all
this features to find the centers. While in patient space, we reconstructed the
central corners based on binocular stereo vision. Experiments on simulated data
showed that these approaches can automatically localize the centers of the fidu-
cial markers with high precision in both image and patient space. The automatic
methods lead to high precise in the patient-to-image registration and also saving
the preparation time.

The future work will be extending our current methods to more diverse scenes
and clinical data.
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Abstract. The creditability of simulation model is validated by the classical 
method of Theil’s inequality coefficient though analyzing the consistency be-
tween the simulation output and reference output. The reference output is not 
treated as the benchmark for comparison in the classical method and the differ-
ence of trend between the simulation output and reference output is not consi-
dered. For solving the problems, the algorithm of Theil’s inequality coefficient 
was improved, the models for describing the coincident degrees of position  
and trend between the simulation output and reference output were given and 
the simulation model validation method based on principal component analysis 
was proposed. The rationality and efficiency of the method were validated in 
the application. 

Keywords: simulation, simulation model validation, Theil’s Inequality Coeffi-
cient, Principal Component Analysis. 

1 Introduction 

Simulation is an integrated technology for scientific research with the model of actual 
system or imaginary system, which is based on similarity theory, control theory, com-
puter technology, information technology and professional knowledge of its applica-
tions field [1] and [2]. Because the simulation models are the research objects in the 
simulation activity, the users of model pay more and more attention to the credibility 
of simulation models [3]. Analyzing the degree of consistency between the simulation 
output and the reference output is a common method for the simulation model valida-
tion. The classical methods include Theil’s inequality coefficient (TIC) method [4-6], 
error analysis [7], gray relational analysis [8] and [9], similarity coefficient analysis 
[10] and frequency domain analysis method [11] and [12]. 

TIC method does not have any restrictions on the simulation output and reference 
output. Its principle is simple and it is easy to be used with very small amount of cal-
culation. In 1978, TIC method was used to validate the credibility of the simulation 
model of a missile by Kheir and Holmes for the first time [4], which is widely used 
for the simulation model validation until now [5] and [6]. But, on the one hand the 
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reference output is not considered as the benchmark in the classic method of TIC, on 
the other hand only the difference of position between the simulation output and the 
reference output is considered, without considering the differences of trend between 
them. In References 8 and 9, although taking into account the two differences of posi-
tion and trend, the method does not have obvious geometric meaning and relies on the 
engineering experiences to synthesize the two differences, which cause the fact that 
the method is not suitable in some special cases. 

This paper analyzes the flaws of the classic simulation model validation method 
based on TIC, thereby proposes an improving TIC model and gives the models for 
depicting the differences of position and trend between simulation output and refer-
ence output. Because there is a correlation between the two differences, the principal 
component analysis is used for synthesizing them to obtain validation results. In the 
application, the example proves that the method is rationality and efficiency. 

2 Problem Description and Analysis 

Suppose (1), (2), ( )r r rr x x x nX =< > and (1), (2), ( )s s ss x x x nX =< > are reference 

and simulation output respectively. The classic simulation model validation method 
based on TIC is given by 
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Where, ( , )r sC X X is the coefficient of TIC. 

By (1), ( , ) [0,1]r sC X X ∈ .When ( , )r sC X X  is more close to 0, it indicates 

that rX and sX  has the better degree of consistency, and the simulation model is 

more credible. When ( , )r sC X X  is more close to 1, it indicates that the consistency 

between rX and sX  is worse, and the simulation model is more incredible. TIC 

coefficient is a relative error and easy to understand and use, but there are two flaws 
when TIC coefficient is applied to the simulation model validation. 

2.1 Benchmark Problem 

In Fig.1 (a), ( ) rrx t c≡ ， ( ) ssx t c≡ ， 1,2,t n=  ， 0rc ≤ , 0sc > and they are all 

constants. By the equation (1), ( , ) 1r sC X X ≡ which indicates that the degree of con-

sistency between rX and sX  is the worst, which is obviously unreasonable. In fig 

1(b), ( ) ( )rx t f t= ， 1( ) ( )sx t f t c= + ， 2 ( ) ( )sx t f t c= − ， 1,2,t n=  ， 0c >  and 

they are all constants. 1 2( , ) ( , )r s r sC X X C X X= is obtained by intuition 
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while 1 2( , ) ( , )r s r sC X X C X X>  is obtained by the equation (1). After analysis, we 

know that the above situation occurs because the equation (1) is used to calculate the 

relative error between rX and sX  with the benchmark 2 2

1 1

( ) ( )
n n

r s
i i

x i x i
= =

+  , not 

the reference output directly. 

sX

rX

rX

2sX

1sX

 

Fig. 1. Reference output and simulation output diagram 

2.2 Trend Problem 

In Fig.2 (a) and (b), 1rX and 2rX represent the reference outputs, 

1sX and 2sX represent the simulation outputs. Using equation (1), we can get the con-

clusion, " the degree of consistency between 2rX and 2sX is better than that be-

tween 1rX and 1sX  ". 

1rX 2rX

1sX 2sX
2rX ′

2sX ′

 

Fig. 2. Reference output and simulation output diagram 

From Fig.2 (b), we know that the trends of 2rX and 2sX  are increment and 

decrement respectively. It shows that completely different system characteristics are 
given by 2rX and 2sX  respectively, which indicates that there is a serious error in 

the simulation model, so it is reluctant to consider the simulation model is credible. In 
Fig.2 (a), although there is a deviation between the 1rX  and 1sX , the trends of 
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them are exactly the same, which indicates that between the simulation system and 
the reference system there are some tolerable deviations and the simulation output is 
considered as effective. Thus, the opposite conclusion to the equation (1) is got. 

In Fig.2(c), the derivative functions of the outputs in Fig.2 (b) are given, which re-
flect the trends of rX  and sX . From Fig.2 (c), there is a large difference between 

2rX ′ and 2sX ′ , while the difference is not considered in the equation (1). So the con-

clusion is unreasonable. From the above, in order to obtain the consistency degree 
between rX and sX , we not only need to consider the difference of position between 

them, but also need to consider the difference of trend. 

3 Simulation Model Validation Method 

3.1 The Models for Depicting the Conformities of Position and Trend 

For solving the benchmark problem, the following improved model is given based on 
the equation (1). 
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By the equation (2), ( , ) [0, )r sC X X ∈ +∞ . For making the range of ( , )r sC X X  be 

mapped to (0,1] ,  the model is given as follows: 

 ( , )( , ) r sC X X
r sD X X e ξ−=  (3) 

Where, ( , )r sD X X  represents the position conformity of rX and sX ; 0ξ > and it 

is the model parameter whose value is set by domain expert according to the purpose 
of simulation application. 

By the equation (3), ( , ) (0,1]r sD X X ∈ . ( , )r sD X X  is closer to 1 indicates that 

sX  is closer to rX . ( , )r sD X X  tends to 0 indicates that sX  is far from rX . 

The trends of rX and sX  could be approximately depicted by rX ′ and sX ′ respec-

tively, which is defined as follows: 

(2) (1) (3) (2) ( ) ( 1)
(2), (2), ( 1) , ,r r r r r r

r r rr
x x x x x n x n

x x x n
t t t
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Δ Δ Δ

′    (4) 

(2) (1) (3) (2) ( ) ( 1)
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x x x n
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It is the same with the position conformity of rX and sX , the trend conformity is 

described as follows: 

 ( , )( , ) r sX X
r sT X X e λδ ′ ′−=    (6) 
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Where, ( , )r sT X X  represents the trend conformity of rX and sX ; 0λ >  and it is 

the model parameter whose value is set by domain expert according to the purpose of 
simulation application. 

Further, inserting the equations (4) and (5) into ( , )r sX Xδ ′ ′  gives 
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 (8) 

3.2 The Integration of Position Conformity and Trend Conformity 

Suppose 1 2{ , , }s s s spO X X X=   is the output set of simulation models to be se-

lected. For selecting the most credible model from the p simulation models, the de-
grees of consistency between all the simulation output and the reference output should 
be ranked. To solve this problem, ( , )r sD X X and ( , )r sT X X  need be considered at 

the same time. Considering the correlation between ( , )r sD X X  and ( , )r sT X X , in 

order to extract the comprehensive information of both for validating the simulation 
models, in this paper, the simulation model verification method based on principal 
component analysis is proposed [13]. According to equations (3) and (6), the matrix 
can be obtained as follows: 
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Where 1 ( , )i r sia D X X= , 2 ( , )i r sia T X X= and 1, 2,i p=  . 

1ia and 2ia denote the position conformity and trend conformity respectively. Be-

cause they have different meanings, before integration a standardized processing of 
both should be done as follows [14]: 
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Where ijs is the sample data after standardized processing and
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Then the matrix below is obtained: 
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The two columns of data in S are considered as p samples of the random va-

riables 1s and 2s , a combination is defined as 1 1 2 2y k s k s= + , and 2 2
1 2 1k k+ = . For 

making the differences of 1s and 2s among the p samples be expressed comprehen-

sively through y, 1 2[ , ]Ts s s=  is defined and its covariance is as follows: 
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21 22

v v
V

v v
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 (12) 

Where ( , )ij i jv Cov s s= , 1,2i = and 1, 2j = . 

Let  1 2[ , ]Tk k k=  , 1Tk k = , and Ty k s= .Thereby the variance of y is: 

 1 1 2 2( ) ( ) TVar y Var k s k s k Vk= + =  (13) 

To make the variance of y be as large as possible, a function is constructed as fol-
lows: 

 ( ) 2 ( 1)T Th k k Vk k kλ= − −  (14) 

To get the maximum value of h, let its partial derivative be 0 and the following eq-
uation is obtained. 

 
( )

2 2 0
h k

Vk k
k

λ∂ = − =
∂

    (15) 

Thus the equation can be obtained as follows: 
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 Vk kλ=  (16) 

This indicates that k  is the eigenvector of V . Inserting equation (15) into equa-
tion (12) gives 

 ( ) T TVar y k Vk k kλ λ= = =  (17) 

By equation (17), the largest characteristic root of V  is the maximum variance of 
y, and its corresponding unit eigenvector is k . So, according to the sample of s, the 
value of y corresponding to each simulation output can be obtained.  Finally, the 
degrees of consistency between all the simulation output and the reference output can 
be ranked according to y, and the most credible model can be judged. 

4 Application 

The simulation output set which contains nine simulation outputs is expressed 
as 1 2 3 4 5 6 7 8 9{ , , , , , , , , }s s s s s s s s s sO X X X X X X X X X= .  As shown in Fig.3, the simula-

tion output is denoted by star-shaped dots in each figure, and rX  is the reference 

output denoted by round dots. The sampling period is one second, and the concerned 
time interval is from 0 to 20 seconds. 

If only the position difference between the simulation output and the reference out-
put is consider, with using the equation (1) for validating the simulation models, the 
validation results are obtained as shown in Table 1. 

Table 1. Validation results 

sequence (a) (b) (c) (d) (e) (f) (g) (h) (i) 
( , )r sD X X  0.138 0.138 0.172 0.107 0.089 0.149 0.191 0.377 0.109 
result 4 4 7 2 1 6 8 9 3 

 
As known from Fig.3, 2sX has two very distinct peaks, the consistency degree be-

tween it and rX  should be less than that between 1sX and rX , but from table1 both 

2sX  and 1sX  have the same consistency degree with rX . 9sX  has a greater vola-

tility, the consistency degree between it and rX should also be less than that between 

1sX and rX .However, from the results in table 1, 9sX has better consistency degree 

with rX  than 1sX . In addition, 3sX have the same change trend as rX with only a 

certain gap in the spatial position, but 3sX has relatively poor consistency degree 

with rX comparing with 2sX and 9sX .The reason for the results is that the classic 

simulation model validation method based on TIC only considers the position differ-
ence between the simulation output and the reference output but the trend difference 
between them. 
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Considering the both factors of position and trend at the same time, the model pa-
rameters in both equations (3) and (6) are set 1, and after obtaining ( , )r sD X X  and 

( , )r sT X X the results are shown in tables 2 and 3 with standardized processing via 

using equation (10). 

Table 2. Position conformity between simulation output and reference output 

sequence (a) (b) (c) (d) (e) (f) (g) (h) (i) 
( , )r sD X X  0.729 0.733 0.663 0.813 0.840 0.724 0.690 0.555 0.800 

1s  1.002 1.008 0.911 1.118 1.155 0.995 0.948 0.763 1.100 

Table 3. Trend conformity between simulation output and reference output 

sequence (a) (b) (c) (d) (e) (f) (g) (h) (i) 
( , )r sT X X  1.000 0.050 1.000 0.517 0.730 0.652 0.368 0.185 0.192 

2s  1.917 0.096 1.917 0.991 1.400 1.250 0.706 0.355 0.368 
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Fig. 3. Nine groups of simulation output and the reference output 
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Fig. 4. Nine groups of location conformity 
and trend conformity 

Fig. 5. Nine groups of principal components 

As shown in Fig.4, the difference among the position conformities of nine simula-
tion outputs is not significant. So the differences among the consistency degree of 
nine simulation outputs should be determined primarily by the trend conformities of 
them. Equation (18) is obtained according to equations (11) and (15) as follows: 

 1 20.0223 0.9998y s s= +  (18) 

The validation results shown in table 4 are obtained according to equation (18). 
From table 4, 1sX  has the consistency conformity degree with the reference output 

in all simulation outputs. Because 2sX has peaks, 9sX  has a greater volatility, and 

there exists large differences between 8sX and rX both in the position and trend, 

so 2sX , 9sX and 8sX  be the worst three simulation outputs. Although 1( , )r sD X X  

and 3( , )r sD X X is smaller comparing with 4( , )r sD X X , 5( , )r sD X X , 6( , )r sD X X  

and 7( , )r sD X X , the trends of them are consistent with the reference output. 

So 1sX and 3sX  become the best two simulation outputs. 

Table 4. Validation results with considering the differences of both position and trend 

sequence (a) (b) (c) (d) (e) (f) (g) (h) (i) 
y  1.940 0.118 1.937 1.016 1.425 1.272 0.727 0.372 0.393 

result 1 9 2 5 3 4 6 8 7 

5 Conclusion 

This paper focused on the study of the validation of simulation model based on TIC. 
Our goal is to improve the classic validation method based on TIC which does not 
make the reference output as the benchmark and does not consider the difference  
of trend between the simulation output and the reference output. In this paper, the  
TIC model is improved, the measurement models of position and trend conformities 
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between the simulation output and the reference output are given, and principal com-
ponent analysis is used to integrate the position and trend conformities for validating 
the simulation models. In the application, the most credible model in the nine pro-
vided models is selected. Future research will concentrate on how to integrate with 
the expert knowledge to validate simulation model. 
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Abstract. Data compression is always needed in large-scale time-varying 
volume visualization. In some recent application cases, the compression method 
is also required to provide a low-cost decompression process. In the present 
paper, we propose a compression scheme for large-scale time-varying volume 
data using the spatio-temporal features. With this compression scheme, we are 
able to provide a proper compression ratio to satisfy many system environments 
(even a low-spec environment) by setting proper compression parameters. After 
the compression, we can also provide a low-cost and fast decompression 
process for the compressed data. Furthermore, we implement a specialized 
particle-based volume rendering (PBVR) [2] to achieve an accelerated 
rendering process for the decompressed data. As a result, we confirm the 
effectiveness of our compression scheme by applying it to the large-scale time-
varying turbulent combustion data. 

Keywords: compression, time-varying, volume data, visualization. 

1 Introduction 

Time-dependent simulations can be found in many scientific fields (e.g. 
computational fluid dynamics, electromagnetic field simulation or ocean prediction). 
Good visualization for these time-dependent simulations is very important to clearly 
show changes and variations over time. Since the time-varying volume data from 
these simulations always have a very large data size, compression for the volume data 
is always needed to achieve an efficient visualization.  

On the other hand, in some cases a high compression ratio is of course needed, 
low-cost and fast decompression for the compressed data is also required. For 
example, as an application of the visualization for ocean prediction dataset, “smart 
fishing" [7] is one of the cases that require a high compression ratio and also a low-
cost and fast decompression. “Smart fishing” means efficient fishing (e.g. rapid 
search for fishery grounds) by using ocean prediction dataset. This dataset is the 
large-scale time-varying volume data, and needs to be transferred to fisherman to 
provide a detailed and interactive analysis for fishery grounds. Since the wireless 
communication speed on the ocean (mainly through the satellite) is slow, the  



Compression for Large-Scale Time-Varying Volume Data Using Spatio-temporal Features 137 

large-scale time-varying ocean data need to be compressed into a small data size to 
transfer it to the fisherman. Furthermore, the decompression process should be very 
low-cost and fast to satisfy low-spec hardware such as a tablet, which the fisherman 
may hold.  

In the previous researches, there are many volume compression methods proposed 
[3, 4, 5, 6, 8, 9] to achieve the time-varying volume compression. However, these 
compression approaches always need a costly decompression process or would 
generate a large decompression size, which would not fit for the application requiring 
low-cost decompression (e.g. “smart fishing”).  

To solve this problem, in the present paper we propose a volume compression 
scheme based on the spatio-temporal features of the time-varying volume data. In our 
proposed compression scheme, there are two compression processes performed to 
separately utilize the spatial features and temporal features of the large-scale time-
varying data. In our previous work [1], we have proposed a compression scheme to 
utilize spatial features. In the present work, we add temporal domain compression to 
the previous method to achieve higher compression ratio. In detail, to utilize the 
temporal feature, we first calculate the temporal coherence between every two 
consecutive time steps, and then delete the vertices sharing coherence with the 
previous time step to compress the volume into a smaller data size. The compressed 
volume data is stored with a vertex table, which records the coherence information for 
each vertex, and a compressed values array. This simple structure could provide a fast 
decompression process (see details in section 3.2). Additionally, we provide two 
parameters: block size and tolerance rate, to control the precise of the compression 
precise and compression ratio. As a result, our compression scheme could provide a 
proper compression ratio and a low-cost decompression process. Moreover, we also 
implement a special method into the particle-based volume rendering (PBVR) [2] to 
render the decompressed volume data. As a result, the temporal features could not 
only be used to compress the volume data but also to accelerate the rendering process 
of PBVR. 

To verify the efficiency of our proposed compression scheme, we apply our system 
to the large-scale time-varying turbulent combustion volume data. The experimental 
results show the efficiency of our proposed method. 

2 Related Work 

The large-scale time-varying volume data makes visualization a challenging problem. 
Due to the large data size, many volume compression techniques have been proposed 
to decrease the data size so that the rendering process could be done more easily.  

Jens Schneider et al. [4] proposed a vector-quantization-based compression scheme 
for both static and time-varying volume data. With vector-quantization, this 
compression scheme could achieve a high compression ratio. However, it requires a 
costly decompression process, which could lead to a low frame-rate rendering result. 
Chaoli Wang et al. [9] utilized a wavelet-based time-space partitioning (WTSP) tree 
to compress the time-varying volume data in spatio-temporal domain to achieve an 
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efficient rendering. Wavelet is a very powerful compression technique. However, the 
decompression algorithm would cost much time to perform the inverse wavelet 
transform. Moreover, the preprocess for compression of wavelet is also costly. Sohn 
et al. [8] described a compression scheme for encoding time-varying volumetric 
features to support isosurface rendering. It is also based on a wavelet transform with 
temporal encoding so that the decompression process would need a costly inverse 
wavelet transform. Weiler et al. [6] proposed a hierarchical wavelet functional 
representation approach for interactive volume rendering, which also requires a 
inverse wavelet transform for decompression. Jorg Mensmann et al. [5] proposed a 
GPU-supported compression scheme for time-varying volume data. It needs to 
convert simulation data from 32-bit float into 16-bit integration as a preprocess to 
make sure the data size could be stored in GPU memory. However, the convert may 
lead to a large data loss because the the precise is decreased from 32-bit to 16-bit. 
Moreover, they use Lempel-Ziv-Oberhumer (LZO) as the compression algorithm, 
which could provide a fast decompression speed. But the decompressed data will have 
a same size with the original data. As for some time-varying data with a very high 
spatial resolution, the GPU memory still runs a risk of insufficiency especially for a 
low-spec hardware. The same problem could be found in the work of Yun Jang et al. 
[3], who used a functional representations to visualize the time-varying data. The 
decoded frame would need a 3D texture size depends on the original input data. This 
also would lead to an insufficiency of graphics memory for a low-spec hardware. 

In conclusion, even though these compression approaches could achieve a high 
compression ratio for the time-varying volume data, they always need a costly 
decompression process or a large decompression size or a costly rendering process, 
which are not suitable for low-spec hardware. 

3 Spatio-temporal Compression 

In this paper, we propose a volume compression scheme based on the spatio-temporal 
features of the time-varying volume data. This compression scheme contains two 
compression processes: spatial domain compression and temporal domain 
compression, which to utilize the spatial features and temporal features. Here, the 
spatial features represent the properties in the volume structure for each independent 
time step. The temporal features mean the properties the volume data shares by 
consecutive time steps. These features could be utilized to decrease the volume size.  

3.1 Spatial Domain Compression 

For the first process, it is the spatial domain compression. We have proposed this 
compression process last year [1]. Here we make a brief review on it. 

With the structured volume data, we use the two-level division to reduce the vertex 
number firstly, and fast cubic b-spline to reconstruct the divided volume (Figure 1). 
The two-level division first divides the volume into many blocks with the same cell 
number on each side (block size), and then subdivides every block into 24 tetrahedra. 
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After that, the value of newly generated vertex (black dots in Figure 1) is evaluated by 
fast cubic b-spline. We hereinafter call this structure as “24-tetrahedra” mesh. 

After the compression, we implement a special compression data structured to 
store the “24-tetrahedra” mesh. The compressed data does not need the coordinate and 
connection information for the compressed tetrahedral mesh. Generally, the 
tetrahedral volume data needs the coordinate and connection data for the tetrahedral 
structure. However, in our system, since the division is done uniformly for the whole 
volume, a proper order of the values array is enough for the “24-tetrahedra” mesh. As 
a result, the compressed data contains: the block size used in the block division, the 
original volume resolution and the ordered values array for the divided mesh. Since 
the vertex number is decreased in the division process, the compressed data can have 
a very smaller size than the original data. Note that, different block size can generate 
different vertex number. Hence, we can provide a different compression ratio with a 
different block size. 

 

Fig. 1. Spatial domain compression with block size = 3. The left figure shows the first-level 
division and the right figure shows the second-level division. The black knot means the newly 
generated vertices by the second-level division. 

3.2 Temporal Domain Compression 

In many cases, time-varying volume data always keep an invariant mesh. We call 
such a kind of data as the mesh-invariant time-varying volume data. Since this kind of 
data often contains much temporal coherence, some parts of the volume may have a 
strong similarity for the consecutive time steps. Hence, we can achieve volume 
compression by deleting these similarity parts. 

In our proposed technique, we explore the temporal coherence by calculating the 
difference of the vertex value between every two consecutive time steps. With the 
temporal coherence, we could compress the volume data by deleting the coherency 
vertices. At the meanwhile, we keep a very simple structure - vertex table (VT) to 
manage the coherency property for each vertex, which is referred to reconstruct the 
volume during the decompression. This simple structure is able to provide a low-cost 
decompression process. In general, a tree structure such as time-space partitioning 
(TSP) tree [10] is usually used to manage the time-varying volume to explore the 
temporal coherence [8, 9]. However, the tree traverse process of the TSP tree during 
the decompression process is very costly. 
 

 

Additional vertices are evaluated with fast cubic b-spline 

 

Block size 

Level 1 division Level 2 division 
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(A) Algorithm 
Assume two consecutive time steps as the previous time step and current time step; 
we calculate the value of vertex table for the ith vertex as: 1,   0,                                                                           (1) 

Where  represents the th vertex value of the previous step, and  represents 
the th vertex value of the current step. Obviously, “1” means the vertex is coherency, 
and “0” means the vertex is not coherency. User can set a tolerance rate , and our 
system will calculate the tolerance as: 

                                (2) 

Here,  and  respectively means the maximum value and minimum value of 
the previous step. With the user assigned tolerance rate , the compression algorithm 
is shown as follows: 

1. Calculate  for the ith vertex with equation 4.2. 
2. If  = 1, delete this vertex from the current time step. If  = 0, store this 

vertex into the compressed data. Move to the i + 1th vertex. 
3. f i < N, move to step 1. If not, set i = 0 and perform step 1, 2, 3 to the next 

consecutive time steps. 
 

(B) Compressed file 
With the above compression algorithm, the coherency vertices are deleted. At the 
meanwhile, the vertex table is also stored with the compressed volume. We use a 
special structure to store the compressed volume (Figure 2), which contains vertices 
number, vertex table and compressed values array. 
 

 

Fig. 2. The structure of temporal compressed volume file. N is the vertex number of the 
spatially compressed volume. 

Obviously, if the time-varying volume data contains much temporal coherence, 
many coherence vertices could be deleted and a high compression ratio can be 
provided. We also allow user to change the tolerance rate  to control the compression 
precise. In general, a high tolerance rate can provide a high compression ratio. On the 
contrary, a low tolerance rate would provide a relatively low compression ratio while 
keep a high compression precise. 
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4 Decompression and Visualization 

4.1 Decompression  

With compressed data, the decompression process only needs to copy the coherency 
vertices from the previous time step. Note that our decompression is not to reconstruct 
the compressed data into the original mesh but to reconstruct it into the “24-
tetrahedra” mesh. That is because the original mesh has a large data size, which is 
very hard to handle. If we decompress the compressed data into the original size, the 
compression would be meaningless. 

In detail, for each time step, we check the VT to determine whether to copy the 
vertex from the previous time step or not. VT is a simple array so that we do not need 
the costly tree traverse process, which are often used in other compression method to 
manage the compressed data structure [8, 9]. For each vertex, if the VT value for the 
vertex is “1”, then copy the vertex from the previous time step; if not, use the vertex 
stored in the compressed data for this time step. This process is very fast since we 
only need to conduct the simple vertex copying process. 

4.2 Visualization with Specialized PBVR 

After the decompression process, we use PBVR to render the decompressed “24-
tetrahedra” mesh. PBVR [2] is a stochastic rendering method, which first generates 
particles for the volume data and then projects particles to get the rendering image. 
The particle generation is performed in cell-by-cell manner and is done multiple times 
(repetition level) by using different random number. Generally, a higher repetition 
level can provide a better image quality. Because PBVR is very suitable for the large-
scale irregular volume data [2], we use it to render the “24-tetrahedra” mesh. 
However, the particle generation always cost much time if the mesh contains many 
cells. In fact, since the time-varying volume data often contains much temporal 
coherence, these coherence is also be able to accelerate the particle generation 
process. 

(A) Calculation for CT 
Since PBVR generate particles in cell-by-cell manner, we utilize a temporal 
coherency cells table (CT) to record the coherence property for every cell. This 
temporal coherency CT could be simply calculated from VT. Basically, we use the 
following criterion to calculate the ith cells table value CTi: 

 CTi = 1, if and only if the vertex values belonging to this cell are all 
calculated as “1” in VT. 

 CTi = 0, for any other case. 

Figure 3 shows an example to calculate the cells table for the decompressed 
volume data. Since the decompressed volume data have a tetrahedral mesh, we need 
to check four vertex values, which belong to some cell, to calculate the CT value for 
this cell. As a result, the coherency cells are marked with “1” and none-coherency 
cells are marked with “0”. 
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Fig. 3. The process of calculating the cells table. Since a tetrahedral cell has four vertices, every 
value in the CT needs to check four values on VT, which belongs to this cell. 

(B) Generate Particles with CT 
After the calculation of CT, the next step is to generate particles with CT. It is 
obvious that, we only need to generate particles for the none-coherency cell to save 
the generation time. Assume the cell number of a certain time step as Nc, the 
generation process is listed as following: 

1. For the ith cell, check the value of CTi. 
2. If CTi = 0, generate particles for this cell, and store the generated particles 

number into a particles table (PT). If CTi = 1 skip this cell. 
3. If i  Nc + 1, do i = i + 1 back to step 1. If not, move to the next time step, 

back to the step 1. 

Figure 4 shows an example of generating particles with CT. Since the first time 
step does not have a CT, our system would first generate particles for all cells of this 
time step. For the following steps, our system only generates particles for the cell with 
the CT value equal to 0 and skips the cell with the CT value equal to 1. Moreover, to 
manage the particles, we also keep a particles table (PT) that stores the number of 
particles for each cell. During the rendering process, PT would be referred to copy the 
particles from the previous time step for the coherency cell. 

 

Fig. 4. The particle generation process with CT 

(C) Rendering with CT and PT 
With the partly generated particle data, we need to reconstruct it into the complete 
data before we render it into image plane. Here, the reconstruction process of the 
particle data mainly contains the copy process for the coherency cell. This copy 
process is performed with referring CT and PT simultaneously (Figure 5). In detail, 
the reconstruction process for the particle data is shown as follows: 

Time Step t           Time Step t+1        Time Step t+2 
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1. For the ith cell, check the value of CTi. 
2. If CTi = 0, do _ . And copy the particles from the partly 

generated particle data by referring the value of  to get the particle 
index of the particles needed to be copied. Then, perform i = i+1; j = j +1, 
move to step 4. 

3. If CTi = 1, do  . And copy the particles from the 
reconstructed particle data of the previous time step by referring the value of 

 to get the particle index of the particles needed to be copied. Then, 
perform i = i + 1, move to step 4. 

4. If i  Nc + 1, back to step 1. If not, move to next time step, back to step 1. 

Here,  represents the PT value for the current time step of cell i. _  

represents the PT value for the partly generated particle of the current time step of the 
cell i (PT0 in Figure 5).  represents the PT value for the reconstructed particle 
data of the previous time step of the cell i (Reconstructed PT in Figure 5). Figure 5 
shows an example for the particle reconstruction process. After the reconstruction 
process, the particle data is projected to the image plane so that we can obtain the 
visualization result for the time-varying volume data. 

 

Fig. 5. The particle reconstruction process with CT 

5 Experiments and Results 

In this paper, we apply our method to the large-scale time-varying dataset obtained 
from a turbulent combustion simulation. The grid structure is Cartesian with uniform 
spacing and it is mesh-invariant time-varying volume data. There are 480×720×120 
voxels composed in float type, and a total of 122 time steps. At each time step, there 
are 5 variables and about 158.2MB for each variable. In our experiment, we use the Y 
modality data and it reaches 18.9GB for all time steps. The experiment is conducted 
with an Intel Core i7-2820QM CPU (2.3 GHz), an NVidia GeForce GTX580M 2GB 
GPU, and 16GB system memory. The operation system is Ubuntu 12.04 LTS.  

Time Step t               Time Step t+1        Time Step t+2 
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5.1 Compression Ratio 

In our experiment, the compression ratio has been calculated as original data size over 
compressed data size. The compression ratios with different block size and tolerance 
rates are shown in Table 1. From this table we can see, a larger block size and a 
higher tolerance rate can provide a higher compression ratio. Of course, a smaller 
block size could provide a finer mesh and a lower tolerance rate could also generate a 
lower compression error. 

Table 1. Compression ratio with different block size and tolerance rate 

Block Size

Tolerance Rate 
2 3 4 5 6 7 

10-7 3.95:1 13.40:1 31.65:1 61.35:1 105.26:1 166.67:1 

10-6 4.14:1 14.06:1 33.11:1 64.52:1 111.11:1 175.44:1 

10-5 4.39:1 14.88:1 35.09:1 68.03:1 117.65:1 185.19:1 

10-4 4.92:1 16.67:1 39.37:1 76.34:1 131.58:1 208.33:1 

10-3 6.15:1 20.83:1 49.26:1 95.24:1 163.93:1 256.41:1 

5.2 Compression Error 

Except for compression ratio, a quantitative metric to evaluate the error is also 
needed. We use the following expression to evaluate the compression error (CE): ∑

                                                (6) 

Here N is the vertex number in the original volume.  is the normalized value 
for vertex  of the original volume. Since the compressed volume is in “24-tetrahedra” 
structure, we linearly interpolate this mesh into the uniform mesh that is same with 
the original volume.  is the normalized value for vertex  of the interpolated 
volume. Table 2 shows compression error generated for the time step 35.  

Table 2. Compression error with different block size and tolerance rate (time step 35) 

Block Size 

Tolerance Rate 
2 3 4 5 6 7 

10-7~10-3 0.24% 0.46% 0.65% 0.99% 1.24% 1.65% 

 
In fact, in our experiment we found that the compression error is mainly affected 

by spatial domain compression process. For example, Table 3 shows the compression 
error generated by the temporal domain compression separately. As we can see this 
compression error is much smaller than the results shown in Table 2. That is why we 
have the same total compression error for different tolerance rate (Table 2). 
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Table 3. Separate compression error for temporal domain compression (block size = 2, time 
step 35) 

Tolerance Rate 10-7 10-6 10-5 10-4 10-3 

Compression Error 8.11×10-10 8.03×10-9 8.03×10-9 8.03×10-9 8.03×10-9 

5.3 Decompression Speed 

With our proposed compression algorithm, the decompression time are measured with 
different block sizes and different tolerance rates. Here, the decompression time for 
all the time steps is shown in Table 4. From this table we could see that, since we do 
not need any value extraction process during the decompression, it is performed as 
fast as about 6 second or 7 seconds for all time steps. 

Table 4. Decompression time with different block size for all time steps 

Block Size

Tolerance Rate 
2 3 4 5 6 7 

10-7 6.63s 6.07s 5.92s 5.86s 5.84s 5.83s 

10-6 6.78s 6.17s 6.00s 5.96s 5.95s 5.92s 

10-5 6.88s 6.16s 6.01s 5.97s 5.93s 5.87s 

10-4 7.02s 6.37s 6.24s 6.18s 6.16s 6.13s 

10-3 6.92s 6.30s  6.19s 6.09s 6.07s 6.06s 

5.4 Rendering with PBVR 

After the decompression for the volume data, we render the decompressed data with 
our specialized PBVR process. Table 5 shows the speed of the particle generation 
with the decompressed volume data. Here, the block size is 2 and repetition level is 
144. Since different tolerance rate would also generate different temporal coherence 
for the compressed volume data, we show the particle generation time for different 
tolerance rate. 

Table 5. The result of particle generation for all time steps (block size ) 

Tolerance Rate N/A 10-7 10-6 10-5 10-4 10-3 

Particle Generation Time 3,947.9s 3,256.8s 3,214.5s 3,149.1s 3,149.1s 2,786.1s 

 
To make a comparison, the particle generation time without using the coherence 

cells table is shown in “N/A” row. This result shows our specialized PBVR can save 
much particle generation time (especially for a tolerance rate of 10-3), which verifies 
the utilizing of temporal coherence into the PBVR process is very efficient. 
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On the other hand, we also made a study for compression error. The block size and 
tolerance rate also affect the compression error. Obviously, a smaller block size with a 
lower tolerance rate could provide a compression result with a higher precise. In the 
experiment for the combustion data, we could see that when the tolerance rate is set 
smaller or equal to 10-3 the compression error is mainly affected by block size. But 
generally, we could also see that, even a larger block size such as 7, the important 
features (see Figure 6) could still be kept. This result shows that our compression 
scheme could provide a high compression ratio while keep a good visual quality. 

However, a shortcoming of our system is that the particle generation time is still 
too long. As we can see from Table 5, even though we set the tolerance rate as 10-3, it 
could still cost 2,786.1s for all time steps. This is because we have set the repetition 
level as 144, which means for each time step we need to generate particles with 
different random number for 144 times. By doing this we can get a good image 
quality for the time-varying data. Of course, we can get a much faster particle 
generation speed by setting a lower repetition level, but the image quality would also 
be affected (see details in T. Kawamura et al.’s work in [2]). 

7 Conclusion and Future Work 

In this paper, we have proposed a volume compression scheme for the large-scale 
time-varying volume data using spatio-temporal features. With this compression 
scheme, we could provide a proper compression ratio to satisfy many system 
environments (even a low-spec environment) by setting proper compression 
parameters. Moreover, since our compression scheme does not need special process 
such as inverse transfer during the decompression, we could provide a low-cost and 
fast decompression. Furthermore, we also implemented a special method into PBVR 
to accelerate the particle generation process when we render the spatio-temporally 
compressed volume. These features are verified in an experiment for the time-varying 
combustion data. As our future work, we plan to implement other rendering methods 
into our system to achieve a faster rendering while keep a good visual quality. 
Furthermore, since our system is suitable for the low-spec hardware for the low-cost 
decompression and rendering, we also plan to make an application for “smart 
fishing”, to help fishers find rich fishery grounds. 
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Abstract. In order to let administrators know their QOS of wireless LAN both 
in convenience and safety of service range, an interactive and immersive 
visualization of high frequency electromagnetic wave propagation on the 
CAVE has been studied with authors, which represents the propagation as the 
volume data defined by the beam tracing technique with sets of three rays. In 
the previous study, we used distributed computing on the tracing and successive 
algorithm to generate the volume data. Through this way, the authors reduced 
the waiting time largely. However, the accuracy of generated beam need to be 
improved. Especially the method of division of beam which is from one zone 
enter the another zone must be improved. In the previous system, we just stack 
the intensity of electromagnetic wave which enter into the new zone, but have 
not considered about the direction of the ray. Therefore in this paper, we aim at 
making the method of division to get better. 

Keywords: Division, Visualization, OpenGL, CAVE, Multi-Thread, Ray-
Tracing, Beam, Distributed Computing, DCOM. 

1 Introduction 

Visualization technology consists of creating images, diagrams, and animations, for 
users to understand all the  data either abstract or concrete, information and ideas. 
Many technologies on computer graphics (CG) and virtual reality (VR) contribute 
towards recent visualization application. 

One of the important roles of the visualization is to make others see the unseen. 
Radio propagation is typically unseen situation and it is an important service for us in 
the ICT society, Namely, wireless LAN service has been rapidly spreading anywhere. 
We get  the benefit from  connecting with people and society almost at anytime 
anywhere. However, the fading problem causes less quality of communication 
service. Furthermore, propagation to unplanned area might cause invasion of privacy. 
Therefore, an interactive visualization tool for administrators, including non-experts, 
should be provided. 
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Fig. 2. Construction of Beam [8] 

151 

tted 
rom 
new 
nes. 
). 

are 
cent 
tical 
they 



152 H. Xie and M. Makin

 

When it matches the one

1. Three rays don’t intersec
2. Accumulated Propagatio

defined threshold (Figure
3. The Positions of endpo

threshold (Figure 3 (c)) 

Fi

We need to divide the beam

Fig. 4

Fig. 5. A divis

no 

e of the following conditions [8], 

ct at the same surface (Figure 3(a)) 
on distances at endpoints of three adjacent rays are no
e 3(b)) 
oints of three adjacent rays are not within the defi

ig. 3. Condition of Divided Beam [9] 

ms into two parts as figure 4, 5. 

 

. The Division of The 1st-Level beam [9] 

 

sion of The 2nd-Level and Subsequent Beams [9] 

ot in 

ined 

 



High Frequency E

 

Fig. 6. Gen

The generated beams h
overlaid beams has showed
to visualize the propagatio
beams into  grid-type volum

3 Distributed Com

However, the system shoul
waiting time.  The  total a
the time loss. So, in orde
introduced a successive m
thread programming [8]. Bu
we proposed to use the dist
reduce the quality of makin

In order to implement di
zones of origin of antenna
“CAVE App”, synchronize
CAVE App is used to deal 
first, it must be run, and T
used to launch Tracing Se
Tracing Service is installed
zone of cyberspace and trac

Sync Service is used to r
the CAVE App. As we hav
data (see figure 1). In the C
 

 

Electromagnetic Wave Propagation on CAVE System 

neration of Volume Data From Beam Data [8] 

have shown the electromagnetic wave propagation, 
d possibility of the interference of the propagation. In or
on with interference, we transform the energy intensity
me data [8]. (see Figure 6)  

mputing Method and Algorithm 

ld be more dynamic and interactive manipulation with l
amount of calculation of the tracing causes the most par
er to reduce the time of making volume data, we h

method of making volume data with priority, and mu
ut the result isn`t  enough as we have expected. After th
tribute computing to reduce the user’s waiting time but 

ng volume data. 
istributed computing, we need to divide the space into f
a (see figure 7). This method consists of rendering p
e part “Sync Service”, and tracing part “Tracing Servic

with interaction and rendering as the main application.
Then, Sync Service will be launched by it. Sync Servic
ervice and synchronize Tracing Service and CAVE A
d in different 4 PCs. Each of the Tracing Services takes 
ce the rays  in this zone. 
receive data from each of the Tracing Service and send i
ve said, we used a successive method for making volu
CAVE App renders the new data on screen when each

153 

 

and 
rder 
y of 

less 
rt of 
have 
ulti-
hat, 
not 

four 
part 
ce”. 
. At 
e is 

App. 
one 

it to 
ume 
h of  



154 H. Xie and M. Makin

 

the level’s ray has been tra
level’s ray and each PC 
different  operations, the ti
Service to control CAVE A
when its computing of trac
will stop tracing and wait 
send tracing data to CAVE 

In the Tracing Service, 
series of levels when the r
zones (II). As soon as (II)
cross point in critical surfa
Service will transfer them t
used in the next level’s trac

We have used DCOM (D
efficiency. DCOM is a prop
software components dist
efficiency remote procedure

Our CAVE system consi
three stereo shuttered scree
the proposed system is insta
the Sync Service and Traci
Service is installed on one 
8 shows the construction of

no 

 

Fig. 7. Structure of Four Zones 

aced. But now, we used 4 PCs to compute tracing of e
was used in a different zone. Obviously, each PC 
ime of computing is different too. So, we try to let S
App. Each Tracing Service needs to notify Sync Serv

cing is completed. At the same time, each Tracing Serv
for the next level’s tracing command. Sync Service w
App and notify it to draw the data on screen.  
we have used a successive method. We have define

ray intersects an object (I) or critical surface between t
) happened, Tracing Service can record the coordinate
ace and energy of electromagnetic waves. Then, Trac
to the new zone’s Tracing Service. The coordinate will
ing computing of new zone as the start point.  
Distributed Component Object Model) to ensure the hi
prietary Microsoft technology for communication betw
tributed across networked computers. It equips hi
e call and callback notification by In-Process technology
ists of a PC for master controller and six PCs for render
ens.  In  this system, the CAVE App as the major par
alled to six rendering PCs and run with CAVELib. Both
ing Service are on the windows DCOM service. The S
PC, while the Tracing Service is installed to 4 PCs. Fig

f the proposed system. 

each 
has 
ync 
vice 
vice 
will 

ed a 
two 
e of 
cing 
l be 

igh-
ween 
igh-
y. 
ring 
rt of 
h of 
ync 

gure 



High Frequency Electromagnetic Wave Propagation on CAVE System 155 

 

 

Fig. 8. Construction of Proposed System 

4 Proposed Improvement Method 

In the description we did before, the divided zone is just an abstract zone，which is 
not existed in the real world. So, there is something we have to do.  

When the ray is reflected by the object, it might enter into the other zone. At this 
time, we need to re-trace the ray that enters a new zone. 

In the previous system, we just stack the intensity of electromagnetic wave which 
enter into the new zone, but have not considered about the direction of the ray. As the 
result, the intensity of electromagnetic wave has increased in the spot of the new 
zone, but the direction is changed. Obviously, the simulated result has some error. 

In this paper, we changed the solution of ray's management and beam's division. 
There have two situations probably, the one is enter completely , the other is partly. 
We need to divide the beam when it enters a new zone. The information of beam we 
get after divided, includes of ray's direction, enter point's intensity of electromagnetic 
wave and so on, will be sent to Sycn Service. Then, Sync Service will manage this 
information and pass it to the new zone's Tracing Service, as a starting data for the 
next level's tracing computing. The Sync Service must send it to Tracing Service as 
attached information when it sends the start command to Tracing Service.  
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Abstract. In medical, scientific and other fields, transparent surface 
visualization is useful to investigate inner 3D structures. Such visualization 
usually uses the polygon graphics, where the polygons must be sorted along the 
line of sight. The sorting, however, requires long computation time for large-
scale data. Besides order of polygons in the sorting often becomes indefinite 
especially for intersecting surfaces. On the other hand, the particle-based 
volume rendering was proposed as a transparent-rendering method which does 
not require sorting. In addition, the important feature of this method is to 
generate the particles first only once. The purpose of this paper is to execute the 
surface rendering with the opacity by using the volume texture. Furthermore, 
we show the 3D fused image, such as volume-surface. 

Keywords: Particle-based surface rendering, Volume texture, Fused 
Visualization. 

1 Introduction 

In medical, scientific, and other fields, transparent surface visualization is used to 
investigate interior 3D structures. Usually, this type of visualization uses polygon 

graphics, with the polygons sorted along the line of sight. The sorting, however, takes 
a long computation time for large-scale data. In addition, the order of polygons in the 

sorting often becomes difficult to interpret especially for intersecting surfaces.  
Recently, Koyamada et al. proposed particle-based volume rendering (PBVR) [1], 

which uses tiny particles as rendering primitives. This method does not require any 
sorting and is applicable to large-scale data. Moreover, it enables natural volume 
fusion [2]. We extended PBVR to make it applicable to surfaces as well as volumes 
[4]. We term this method “particle-based rendering (PBR).” An important advantage 
of this extension is that 3D-fused visualization of different volume/surface/slice 
objects becomes possible simply by merging particles prepared for each element to be 
fused. In PBR, surface is visualized at a constant opacity by applying a uniform-
sampling method.  

On the other hand, the technique for 3D modeling are developed [3] that the 
texture mapping applies the 3D texture instead of the 2D texture. Using 3D texture, 
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we create the 3D model to waste no memory space. In this research, we propose the 
technique that the surface rendered with color and opacity by using the volume data 
as the 3D volume texture. Furthermore, we show the 3D fused image, such as 
volume-surface. 

2 Particle-Based Rendering with Color and Opacity 

PBR renders 3D scalar fields as particle clouds and incorporates both the emission 
and absorption effects. Particle density depends on the transfer function and is used to 
evaluate the number of particles to be generated in the volume data. Because the 
particles can be considered opaque, no visibility sorting processing is required. PBR 
has three processes: particle generation, particle projection onto the image, and 
ensemble averaging of particle luminosities. The first process stochastically generates 
particles according to the form of their transfer function. We repeat the particle 
distribution until LR statistically independent particle sets are prepared [See Fig. 1(a)]. 
Below we call LR the “repeat level.” Such particle projection with the occlusion effect 
is executed for each particle set prepared in the first process. As the result, LR similar 
images are created [See Fig. 1(b)]. The second process projects particles onto an 
image plane. The third process calculates the ensemble average of the LR images 
created in the second process [See Fig. 1(c)], which realizes transparent images. 

 
 

 
 
 

(a) LR independent particles sets 
 
 
 
 
 
 

(b) LR intermediate images 
 
 
 
 
 
 
 

(c) Final transparent image 

Fig. 1. Schematic view of the PBR 
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To visualize a surface, we stochastically generate particles on the surface[5,6]. The 
number of particles is defined by the following formula: 

 , (1) 

where α, sp, and sa are the opacity, area of the particle, and surface, respectively[4]. 
The slice plane is drawn same as that in the above technique. 

2.1 Creating Particles on the Surface  

PBR may have applicability to defined drawing surface. In the case of a polygonized 
surface defined with uniform opacity, the total number of particles can be calculated 
by the replacement of the counting sphere with the total area size. In this sub-section, 
we describe the method of creating particles in a polygonized surface defined with 
non-uniform opacity. 

First, we explain how to execute the uniform sampling of a polygonized surface, 
i.e., a polygon mesh in case with uniform opacity. For a polygonized surface, it is 
easy to calculate the total areas of the constituent polygons, which we use as area size 
S in Eq. (1). Correspondingly, we regard the total number of particles generated on all 
the constituent polygons as nall. 

The sampling is made such that the generated particles form the 2D square grid 
with inter-particle distance d in each polygon (see Fig.3). Then the particle density 
becomes 1/d2, i.e., one particle per one square. On the other hand, the particle density 
should be nall/S. Therefore an equation 1/d2 = nall/S holds, and d is determined as: 

 d =
sA − sp

ln(1−α)LR

. (2) 

The sampling consists of three steps: 

  Step 1. sampling polygon edges, 
  Step 2. sampling inside of polygons,  
  Step 3. particle shuffling.  

By executing step 1 first, we can avoid duplicative sampling of edges shared by 
neighboring polygons. In step 1, we simply put particles with distance d on each edge 
of the whole polygon mesh (see Fig.2 (a)). In step 2, for each polygon, we put 
particles with distance d on scan lines, which are placed parallelly to an edge at 
intervals of d. In step 3, we shuffle the generated particles that are stored in an array. 
Step 3 ensures randomness that is required to apply the probabilistic theory of opacity 
developed in the PBSR. Note that computation time for the particle shuffling is much 
shorter than the particle sorting. The former is proportional to nall, while the latter is 
proportional to nall log nall. After completion of the above three steps, we obtain a 
particle set that is uniformly distributed and has good a statistical property. 
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In this research, distance d are defined with function of the opacity α (see Fig.2 
(b)), in order to achieve a surface with non-uniform opacity defined as the transfer 
function. The opacity on the surface is obtained by projecting onto the volume 
texture, and the distance is defined with Eq. (2). 

 
(a) Creating particles in case of uniform 
opacity 

(b) Creating particles in case of non-uniform 
opacity 

Fig. 2. Creating particles on the polygon 

3 Experiments 

Through this section our using data sets are shown in Fig.3. In this research, the 
volume data, the grid size is 64×64×64 , is used as the volume texture (see Fig. 3 
(a)), and the transfer function, that is color and opacity map, is shown in Fig. 3 (b). 
Fig.3 (c) is the surface data we use. In order to project onto the surface easily, the 
center of the volume data is equal to the surface. 

   
 (a) Volume data (b) Upper part: color map, lower part: opacity map 

 
(c) Surface data 

Fig. 3. Visualization of volume texture and polygon surface model. Here, (a) and (b) are 
volume date and transfer function for using volume texture, (c) is a polygon model. 
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 (a) Surface with the color map          (b) Surface with color and opacity 

Fig. 4. Result of the surface rendering with the color map (a) and the color and opacity map (b) 

       
        (a) Volume rendering              (b) surface rendering with opacity 
 

 
(c) Fused visualization 

Fig. 5. Fused visualization from surface, cross-section surface and contour line 
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Fig. 4 (a) is shown in the result of the surface with only color map, the opacity has 
the constant value a = 0.3. On the other hand, Fig. 4 (b) is shown in the result of the 
surface applied with the color and opacity map. It was shown that our technique is 
available for creating particles not only the color map but also the opacity map. In 
these figure, the number of particles of (a) and (b) are 34 million and 26 million, 
respectively, and these figures are rendered with LR = 500.  

We show the fused visualization from different rendering type. Fig. 5 is an 
example of the fused visualization consisted of the volume and surface, these are used 
the same transfer function Fig. 3. To fuse these images in three dimensions, only the 
created particles have to be combined. Fig. 5 is the result of fused visualization, where 
the number of particles used is about 63 million (including 50 million particles in the 
volume, 13 million particles on the surface). We can confirm that natural fusion is 
realized by simply merging the particle sets from the different rendering types. 

4 Conclusion 

In this paper, we described a method to create fusion images using particle-based 
rendering. The particle-based rendering creates transparent images with right depth 
feel without necessity of particle sorting. Our probabilistic opacity theory can be 
controlled on the surface with non-uniform opacity. In addition, we showed that 3D 
fusion images, volume-surface fusion, with right depth could be created only by 
combining particles prepared for each element to be fused. 

Acknowledgments. The authors wish to thank Prof. Koji Koyamada, Prof. Hiromi T. 
Tanaka, Dr. Susumu Nakata, and Dr. Naohisa Sakommoto for their valuable 
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Abstract. Hardware-in-the-loop simulation is necessary for the development of 
missile’s flight control system. The influence of the simulation equipment er-
rors to simulation results cannot be ignored. This paper introduces both the 
composition of hardware-in-the-loop simulation system and the clock synchro-
nization strategy in particular for a certain missile. Major errors, which mostly 
affect the precision of simulation, are studied. Through theoretical derivation 
and experimental verification, the error models of communication time delay, 
three-axis rotary table, load simulator and data acquisition are established. Fi-
nally, based on mathematical simulation the influence of errors on simulation 
results is confirmed, and the validity of the error models is verified by contrast 
with hardware-in-the-loop simulation test results. The experimental results 
show that each error model can meet the demand of the simulation accuracy 
analysis. It can provide the theory basis for analysis, measurement and error 
compensation for hardware-in-the-loop simulation system. 

Keywords: Hardware-in-the-loop simulation, mathematical model, error analy-
sis, simulation precision. 

1 Introduction 

Hardware-in-the-loop simulation brings in real key components to computer simula-
tion loop in place of the corresponding parts of the mathematical model. It can  
overcome both the imprecision of the mathematical model and the influence of inter-
ference, more truly reflecting the actual situation of the system, thus to get high  
simulation confidence level [1]. Due to its good controllability, non-destructive, repli-
cability and economy, it is widely used in weapon developments, aerospace and in-
dustrial control fields.  

At present, the hardware-in-the-loop simulation system is a large-scale test system 
mainly adopts the distributed design and consists of a variety of complex simulation 
equipment. Simulation equipment is used to provide working environment for simula-
tion subject parts, but there are no these parts in original system, so the join of simula-
tion subject parts directly affects the accuracy and credibility of simulation results.  

Numerous researchers carried out a lot of research on the error influence to simula-
tion precision. Guan Ruxun and others analyzed the requirements of simulation 
equipment based on a hardware-in-the-loop simulation, presented the error analysis of 
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the basic method and the model checking method [2]. Lu Hao and others analyzed the 
effects of the seeker installation error, and researched the error compensation me-
thod[3]. Zhang Hongxi analyzed the installation error of the seeker, and researched 
the error compensation method[4]. Waldemar and Lais applied the hardware-in-the-
loop simulation to the simulation of satellite attitude control system simulation, and 
compared the simulation results with mathematical simulation[5]. Nikos Andrianos 
and Christian Diez analyzed and measured the errors of five-axis rotary table includ-
ing axis vibration, axis orthogonal, and axis cross, provided the reference to reduce 
the error caused by five-axis rotary table[6]. However, the composition and perfor-
mance index of different simulation system equipment are distinct, so the system error 
influence on simulation precision needs a detailed analysis of specific objects. 

As a test system used for particular purpose, there are a variety of error factors in 
hardware-in-the-loop simulation system. In-depth researching and analyzing of the 
various error factors in system, establishing the error model of simulation and the 
error analysis of simulation results, are important link in the process of hardware-in-
the-loop simulation, and it is of great significance for improving the precision of si-
mulation system. This paper takes a certain missile hardware-in-the-loop simulation 
system as the research object, determines the main error factors that affect the accura-
cy of system simulation by analyzing the system structure and working mechanism, 
establishes the error model by theoretical and experimental analysis, confirms the 
influence level by a lot of digital simulation, and verifies the correctness of models by 
comparing the simulation results.  

2 System Overall Scheme 

2.1 System Structure 

A certain missile use the SPC(Stored Program Control) guidance scheme[7]. Its flight 
control system includes the flight control computer, gyro and accelerometer inertial 
measurement component, and four-channel steering gear actuators. According to task 
demand and components, the overall scheme of hardware-in-the-loop simulation sys-
tem design is shown in figure 1: 

In simulation system, the integrated console is responsible for the scheduling of the 
system and the generation of synchronous clock; the three-axis rotary table completes 
the simulation of missile space position change; the four-channel load simulator loads 
the hinge moment on the shafts of the steering gears to simulate the real flight state, 
and acquire the turning angles of the rudders; The IMU(Inertial Measurement Unit) 
simulator inputs the line acceleration signal into the flight control computer; accord-
ing to the angles of the rudders in the simulation process the real-time simulation 
computer completes the real-time solution of simulation model to realize the close-
loop simulation of missile. 
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Fig. 1. The overall scheme of hardware-in-the-loop simulation system design 

2.2 Clock Synchronization Design 

From the overall scheme, the hardware-in-the-loop simulation system is a distributed 
computer networks composed of various computers that implement different func-
tions. Precise timing of the system, data transmission between each node and clock 
synchronization are key problems of system design[8]. 

This simulation system uses the VMIC board, produced by GE, for data transmis-
sion between each node to reduce the data transmission error in the maximum degree. 
High precision simulation clock is generated by the RTX software in integrated con-
sole. In each clock cycle, data transmission in the form of radio by VMIC network 
ensures the consistency of the entire system simulation clock. Every simulation node 
completes the step advance by responding time interrupt message, and completes the 
data reading, task execution and data upload in each interrupt response. The interrupt 
response should be set to the highest level in order to ensure that the simulation task 
will not be interrupted. 

Using the clock synchronization and data transmission mechanism mentioned 
above can guarantee the accuracy and uniformity of the simulation system clock, 
effectively eliminate the phenomenon of time ambiguity and minimize data transmis-
sion delay. 

3 Error Analysis and Modeling 

In the process of the hardware-in-the-loop simulation, there are a variety of error fac-
tors affecting the accuracy of the simulation, such as design error in scheme design, 
equipment error in hardware processing and software coding, environment error 
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caused by the change of system working environment condition , human introduced 
operating error and error caused by the method of data processing, etc.  

This paper pays attention to the effects of various equipment errors on simulation 
precision for the missile hardware-in-the-loop simulation system. Through the analy-
sis of missile flight control system and system overall scheme design, the error of the 
simulation equipment mainly comes from the communication time delay, rotary table 
error, load simulator error and signal acquisition error. 

3.1 The Error of Network Communication Time Delay 

For hardware-in-the-loop simulation system, the real-time property of system is the 
basis of simulation accuracy. This system adopts the communication mode of RTX 
precise timing and VMIC network transmission. It can reduce the timing error and 
data transmission error in the maximum degree. But the network communication 
process is affected by many factors, including the timer precision, network topology, 
network communication protocols, network load, network transmission rate, packet 
size and so on. In addition, other simulation nodes run under the Windows operating 
environment, therefore, network communication time delay error still exists. 

In order to establish the communication time delay error of the model, it’s required 
to test network communication time. In the system, integrated console sends the inter-
rupt messages to other nodes in each timer interrupt of RTX. After child nodes receiv-
ing the interrupt, the CPU clock is queried in the interrupt response function to get the 
time of nodes. The adjacent interrupted interval is the simulation step size of this 
node, and the difference from the set step size is the delay error, which includes simu-
lation clock error, data transmission delay, node task execution delay and error caused 
by the interrupted interruption. 

Test results are shown in the figure below: 

 

Fig. 2. Time Interval of Data Reception 
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Through the statistics of a large number of test data, the average simulation step 
size is 0.99997 ms. It shows the system time synchronization method is feasible, and 
using the step advance mechanism can significantly reduce the accumulative error 
between simulation time and real time, improving the accuracy of time similarity of 
simulation system effectively.  

In addition, the probability of step size above 1.05ms existing in the simulation is 
less than 0.01%, and the maximum step size is 1.3 ms, the reason is that the influence 
of the other processes of windows causes the interrupt response timeout. In this case, 
the timeout nodes do not update the data in this simulation step. 

Through the analysis of the timing synchronization strategies and test results, the 
communication time delay model is established. The data transmission between each 
node contains a simulation step delay, and also includes a 0.01% chance of random 
timeout phenomenon. 

3.2 The Error of the Three-Axis Rotary Table 

By rotation of its body, the three-axis rotary table is used to achieve the attitude con-
trol of missile therefore simulating the missile rotation around the centroid in the air. 
In this way it provides the simulated environment for the simulation subject parts. 
Because the rotary table and the hardware-in-the-loop simulation system is series 
connected, the influence of system error directly affects the amplitude attenuation and 
phase lag of the guidance control system[9]. 

Rotary table error mainly includes various static errors which are inevitable during 
the manufacture and installation, and the dynamic error caused by bandwidth con-
straints and control performance. In this simulation system, the input of flight control 
system is the missile’s attitude angular velocity, therefore, the dynamic performance 
of rotary table has large influence on the simulation results. 

Concerning engineering practice, the mathematical model of the three-axis rotary 
table can be expressed by a second order oscillation system, whose transfer function 
is described as follows: 
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Through theoretical derivation and actual test, the modeling process now can be 
accomplished based on the special error principle called double-ten guideline, namely 
the amplitude error for three-axis rotary table is less than 10%, and the phase delay is 
not greater than 10°. 

Firstly, the amplitude function of this second order model can be obtained  
from above transfer function according to the logarithmic amplitude-frequency  
characteristics: 

 ( ) ( ) ( )2 22 220lg ( ) 20 lg 1 2L G j T Tω ω ω ξ ω= = − − +  (2) 

Applying the double-ten guideline, the parameters of system’s dynamic characte-
ristics can be identified: 
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Then, given particular frequency design index for each frame, for example, 15Hz 
for inner frame, 12Hz for middle frame and 10Hz for outer frame, the second order 
damping ratio and natural frequency can be solved by substituting frequency design 
index to equation(3). Last but not least, modify and check the parameters according to 
the results of frequency scanning test of rotary table. Thereby, mathematical model 
guideline of the rotary table is given as follows: 

Table 1. The parameters of second-order model of the three-axis rotary table 

Index Inner frame Middle frame Outer frame 

Damping ratio ξ  0.707 0.707 0.707 

Natural frequency nω  245.2 193.4 162.3 

Considering the position control precision of rotary table system, sensing accuracy and mini-
mum stable index speed, the random white noise whose amplitude is 0.01° is added to the 
control output of rotary table. 

3.3 Error of the Load Simulator 

The load simulator is used to simulate the dynamic load change and check the per-
formance of the steering gears in the flight by load the hinge moment. Because the 
hinge moment has a great influence for the dynamic performance of missile steering 
gears, the load precision directly affects the load simulator working state of the steer-
ing gears. Then it affects hardware-in-the-loop simulation test result. 

The error of the load simulator is mainly caused by installation error, load error 
control performance and the extraneous force of control. 

The mathematical model of load simulator can also be simplified as the second  
order link. In this system, the frequency index of the four-channel electric load simu-
lator is 12 Hz. Its error modeling methods and procedures are similar to rotary table. 

Through theoretical derivation and the test checking, mathematical model of four-
channel load simulator is: 

Table 2. The parameters of second-order model of load simulator 

Index Channel 1 Channel 2 Channel 3 Channel 4 

Damping ratio ξ  0.707 0.707 0.707 0.707 

Natural frequency nω  191.5 188.3 194.2 189.4 

Likewise, considering control accuracy and minimum moment of load force of the load simu-
lator, the noise model whose maximum amplitude is 1% of input and minimum is 0.05 N*m 
is added to the output moment of load simulator. 
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3.4 The Error of Signal Acquisition 

In the simulation system, the angle of rudder is measured by rotary transformer in-
stalled on the load simulator to complete the transformation from mechanical angle in 
degrees to analog signal. Its accuracy is about 3', namely 0.05 °. 

In order to pass the rudder angle to simulation model, simulation system completes 
analog signal acquisition and conversion through data acquisition. Because the simu-
lation system includes rotary table, load simulator and many other high voltage devic-
es, in order to reduce the effects of electrical noise, the signal is insulated, amplified, 
and filtered before signal acquisition. After test, considering each error and precision, 
analog signal acquisition error is about 10 mv, 0.03°. 

4 Error Influence of Simulation Equipment 

In order to research and analyze the influence of simulation equipment to simulation 
results, lots of mathematical simulations and statistics are needed. Based on the digital 
simulation of missiles, the error model of equipment is brought in. Use Monte Carlo 
method for simulation calculation, and compare the error effect on the simulation 
results. 

The position of the error models is shown below: 

 

Fig. 3. The position of the error models 

For this missile, its flight distance is the main concern in this simulation. The  
influence of different equipment on simulation results is shown below. The error 
model of each group simulates 1000 times. The property of influence is obtained by 
statistical calculation. In order to understand the influence of error, the given results 
are dimensionless. Namely the given data are the results relative to ideal mathematical 
simulation model. 
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Table 3. Influence of equipment errors for flight distance 

 
Because the missile control system is a closed-loop system, there exist interactions among 
different parameters in flight. As a consequence, the error influence of equipment for hardware-
in-the-loop simulation cannot be simply superimposed. In this system, the equipment with the 
biggest error influence is rotary table error. 

Furthermore, because the sensitivity of different simulation objects and control system is not 
identical, the error influence of different mathematical models of the missile is not the same. 

5 Hardware-in-the-Loop Simulation Test 

In order to check the effectiveness of all the error models, the mathematical simulation 
including all the equipment error is compared with the hardware-in-the-loop simulation 
under the same model condition and initial state. Real objects including flight control 
computer, IMU and steering gears are used in hardware-in-the-loop simulation. Contrast 
curves of typical parameters among mathematical simulation, mathematical simulation 
with error model and hardware-in-the-loop simulation are shown below: 
 

 
Fig. 4. Attack Angle contrast curves Fig. 5. Sideslip Angle contrast curves 
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As can be seen from the simulation results contrast curve, owning to the join of the 
hardware-in-the-loop equipment, there is some difference between hardware-in-the-
loop simulation and mathematical simulation. After appending the error model to the 
mathematical model, the results are consistent with the hardware-in-the-loop simula-
tion results. The simulation contrast results prove the effectiveness and correctness of 
the error models built in this paper. 

6 Conclusion 

Hardware-in-the-loop simulation is a necessary link in the design process of missile 
control system. Because the hardware-in-the-loop simulation system is a large-scale 
test system which consists of a variety of complex simulation equipment, the influ-
ence of system for the simulation results cannot be ignored. Therefore, it is necessary 
to research and analyze the influence of system error for test results. 

Aiming at the missile hardware-in-the-loop simulation system, based on the simu-
lation system overall scheme and working mechanism, this paper illustrates the main 
factors which influent the system precision. The factors include communication delay, 
dynamic property of the three-axis rotary table, load simulator and the error of signal 
acquisition. Through theory deduction and experiment verification, the error of each 
link is established, and the influence is analyzed on the basis of the technical indica-
tors of the missile. The results show that the influence of the error model of different 
link for simulation results is not linear superposition. At last, through the comparison 
with the results of the hardware-in-the-loop simulation to validate the effectiveness of 
error models, it shows that the error models are correct and can be used for simulation 
precision check and analysis. The deducing and modeling of error models for hard-
ware-in-the-loop simulation system has reference meaning to the development and 
precision analysis of similar simulation systems.  
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Abstract. Critical infrastructure networks include the highly complex and 
interconnected systems that are so vital to a city or state that any sudden 
disruption can result in debilitating impacts on human life, the economy and the 
society as a whole. Some of the interdependencies among infrastructure 
components are perhaps unforeseen and methods for vulnerability analysis of 
infrastructure networks should therefore incorporate the possibility of potential 
unforeseen interdependencies in such networks. This paper proposes using an 
optimization approach to iteratively search for potential unforeseen 
interdependencies and failures that can maximize connectivity loss in 
infrastructure networks due to cascading failures. In order to illustrate the 
proposed approach, an agent based model of an infrastructure network and its 
known interdependencies has been presented, with a genetic algorithm applied 
to search for potential unforeseen interdependencies as well as node failures 
that can result in the maximum loss of infrastructure network connectivity.   

Keywords: critical infrastructure network, interdependencies, network analysis, 
evolutionary optimization. 

1 Introduction 

Critical infrastructure refers to the basic physical and operational assets and systems 
such as the power grids, transportation services, telecommunication systems, water 
supply systems, banking and financial systems, emergency services, oil and gas 
supply systems, food and industrial production, security and health services, etc. that 
are very essential to the functioning of the economy, the government and the society 
as a whole [1-2]. Due to the vitality of the services provided by these systems, a 
sudden unavailability of any of them or part thereof may result in a crippling effect on 
public health, safety as well as economy of a society [3]. 



 Vulnerability Analysis of Critical Infrastructure Networks 177 

 

Owing to technological advancements, the previously independent components of 
infrastructures are now highly interconnected or interdependent on each other. For 
example, power grids are made up of components like regional power generation 
plants, regional substations for transmission and interregional distribution stations [4]. 
If any component of the power grid such as a generating plant or a substation fails or 
is incapacitated, the failure effects will cascade as a result of the interdependencies 
among power grid components. In addition to the fact that each of the critical 
infrastructures is highly complex, interconnected and also geographically dispersed, 
modern infrastructures also rely heavily on the services of other infrastructures. Such 
an interdependency within an infrastructure sector (e.g. power grid) as well as 
between infrastructure sectors (e.g. power grid and water supply) has resulted in a 
global system of systems that is highly vulnerable to cascading failures initiated by 
technical errors, deliberate attacks, climate changes, natural disasters and so on [5]. 
As an example, the Northeast Blackout of 2003 was initiated by a number of software 
failures at the First Energy control center, Ohio, followed by the tripping of two high 
voltage transmission lines which were in contact with untrimmed trees [6]. The 
subsequent cascading failures resulted in a Blackout that left 50 million people 
without power in the Northeastern and Midwestern United States and in Ontario, 
Canada. In addition to the cascading failures within the power grid, the Blackout also 
initiated failures in other infrastructure sectors. For example, many water pumps were 
taken out of service resulting in contamination of water, the trains running to and 
from New York were cancelled, some of the airports were also closed due to the lack 
of a screening facility for passengers, many oil refinery plants were shut down and 
petrol prices went up, telecommunication systems were affected and landlines became 
jammed. Also affected was the production sector due to the unavailability of raw 
materials resulting from the traffic interruption at the borders since the electronic 
checking systems were affected [7]. The example shows that identifying the risks and 
vulnerabilities in infrastructure systems is extremely important and must take into 
account the effects of failure propagation on the affected sector as well as on other 
dependent sectors. 

The massive disruptions in critical infrastructures due to various failure events over 
the years like the Terrorist attacks on the World Trade Centre on September 11, 2001 
[8], the Northeast Blackout of August 14, 2003 [6-7], the Sumatra earthquake and 
Tsunami on December 26, 2004 [9] and the recent Tohoku earthquake and Tsunami 
in Japan on March 11, 2011 [10] have motivated much research over the last decade 
in critical infrastructure protection. Most of the works focuses on prioritization of 
critical infrastructure protection, i.e. identifying the vulnerabilities and critical 
components and on recovery planning and mitigation strategies. In most of the works, 
critical infrastructures are characterized as complex networks in which the various 
infrastructure components like generating plants, bus stops, petrol pumps, airports, 
etc. constitute the nodes and the interconnectedness or interdependencies between the 
various components are the links. Interdependencies can take different forms like 
physical, cyber, geographical, logical or policy related, and they are described as 
follows [11-12].  
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• Physical - A physical or topological reliance between infrastructure components like 
material flow between them. 
• Cyber - Reliance between infrastructure components on transfer of information, e.g. 
dependence of power grids on control systems like SCADA. 
• Geographic/Geospatial - A reliance that exists between the infrastructure 
components due to proximity. 
• Policy/Procedural - Reliance between infrastructure components in which the state 
of one component depends on the state of other due to policies or higher level 
decisions. 
• Societal/Logical - A relationship that exists between infrastructure components due 
to societal factors like public opinion, fear, cultural issues, etc. 

 
Since critical infrastructures are mostly characterized as complex networks, various 
metrics and centrality indices from network theory have been used to find the 
central/critical nodes as well as to determine the overall vulnerability of critical 
infrastructure networks [13-16]. Optimization techniques have also been combined 
with network theory to identify the combinations of nodes which when failed would 
result in the maximum decrease in network performance characteristics like 
connectivity loss, loss of system flow, etc. [17]. Due to the increasing complexity and 
size of infrastructures, various modeling and simulation methods like agent-based 
modeling [18-19], input-output inoperability modeling [20] and system dynamics [21] 
are also popular in critical infrastructure vulnerability analysis and protection.  

Although numerous methods and metrics have been developed to model critical 
infrastructures and to analyze their vulnerability to failures, one of the common 
features of all these works is that they assume that the information regarding the 
interdependencies among infrastructure components is completely known. However, 
many of the interdependencies may be unforeseen due to the presence of several 
relations and complex feedback paths that exists among infrastructure components. 
Critical infrastructures often undergo many subsequent upgrades and hence the 
information regarding critical infrastructures may also be incomplete [5]. It has also 
been reported in [5] that infrastructure failures often cascade along indirect links that 
are mostly originated by proximity which emerge at the time of crisis. Some of these 
unknown or unforeseen interdependencies may not be critical because they may not 
result in any additional loss of infrastructure network connectivity upon failures. 
However, some of the unforeseen interdependencies may be crucial because they may 
result in the cascading failure of many other components resulting in a larger loss of 
infrastructure network connectivity. Unraveling where these potential unforeseen 
interdependencies can be, that may cause the greatest loss in connectivity upon some 
failure in the infrastructure network is therefore an interesting and novel research 
problem. This paper therefore proposes a method to incorporate such unforeseen 
interdependencies in the vulnerability analysis of infrastructure networks. The method 
involves identifying all the relevant infrastructure components from different sectors 
and their known interdependencies, and then applying an optimization method to 
iteratively add additional links or unforeseen interdependencies to the network until 
the connectivity loss upon some failure is maximized.  In order to test whether the 
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modeling, an agent can be anything from a software agent without much intelligent 
behavior to a smart agent with intelligent behavior. In the proposed agent-based 
model of a complex infrastructure network, each agent is a software agent that 
represents a network component like a node and the behavior of the agents are also 
specified by simple “if-then” rules. The interdependencies or interactions between the 
agents can be represented as links.  

A graphical representation of a critical infrastructure network which is used as a 
case study is shown in Fig.1. The network is obtained from the work presented in 
[22]. An open source agent-based modeling platform NetLogo [23] was used to model 
the studied network where nodes are represented as agents and interdependencies are 
represented as links. The detailed explanation on the infrastructure network as well as 
its characteristics can be found in [22] and a short summary has been given below. 
 
Node Characteristics Identified for Modeling 

Buffer – When an infrastructure component or node has buffer, it will be able to 
sustain its operation/function for a short time period even after the inputs from all 
other infrastructure components or nodes have become unavailable. The time period  
for which the node is able to sustain its operation by itself is called buffering time.  

Recovery – When an infrastructure component or node has recovery property, it will 
be able to recover from failures and restore its operations in a reasonable period of 
time. The time taken for the recovery process to be completed is called recovery time. 

The buffering and recovery times are randomly assigned to the different nodes for 
illustration. 

Interdependency Characteristics Identified for Modeling 

Primary Interdependencies – Primary interdependencies represent the various 
relationships/interconnectedness between infrastructure components such as the 
supply of commodities, information flow, geographic proximities, etc. 

Redundant Interdependencies – They are the interdependencies that come into 
operation only when a node is unable to get input for operation from its related 
primary interdependencies and its entire buffer has been consumed. They act as 
redundancies to the node which when activated ensure that the node remains 
functional.  

The primary and redundant interdependencies together constitute the basic or known 
set of interdependencies.  

2.2 Analysis of Network Failures 

The current study focuses on node failures and on the loss of connectivity of 
infrastructure networks after those failures. A variety of metrics like diameter [13], 
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number of spanning trees [14], tenacity [15], giant component size [16], etc. have 
been used by various researchers in order to quantify connectivity loss in 
infrastructure networks. In this paper, connectivity loss has been quantified by 
measuring the giant component size of infrastructure network after node failures. 
When a node fails, the failure propagates through the entire network as a result of 
which additional nodes may fail and the network may get disintegrated into separate 
components. A component is a group of nodes that are all connected to each other 
either directly or indirectly and the largest of all the components formed is called the 
giant component. According to Percolation theory, the nodes in the giant component 
of the network remaining after failure will be still functional and the other nodes will 
be non-functional [16]. Therefore, the size or the number of nodes in the giant 
component (giant component size) is used as an indicator of network connectivity loss 
after node failures. Since a smaller giant component size indicates that only a small 
number of nodes are still connected to each other, maximization of connectivity  
loss requires a minimization of giant component size. The giant component size  
of networks can be computed using Depth First Search algorithm from network 
theory [24]. 

Implementing Failure Propagation/Cascade  

Nodes can fail due to various reasons like technical errors, deliberate attacks, natural 
disasters and so on. When a particular node failure has to be studied, the node is fully 
destroyed and all the other nodes which are completely dependent on the failed node 
for input will be affected. However, all these affected nodes do not fail immediately 
because they possess various characteristics like buffer, redundancy and recovery.  
The affected nodes whose buffering times are greater than zero would enter buffering 
states and when buffering time reduces to zero (buffer has been consumed), the 
presence of redundant interdependencies to these nodes will be checked. The nodes 
that have redundant interdependencies would return to normal state and the ones 
without redundancies would enter recovery state. If the recovery times are greater 
than zero (which indicates the ability to recover), the nodes would return to normal 
state at the end of recovery process, else they would fail. Once an additional node 
(other than the studied node) has failed, a similar check is performed and the process 
continues until all the nodes in the network reach their steady states (normal operating 
state or failed state). Once all the nodes have reached their steady states, the size of 
the giant component of the network remaining after failures is quantified as a measure 
of connectivity loss. Further details on implementing failures as well as on the failure 
propagation algorithm has been given in [22]. 

2.3 The Optimization Process Using Genetic Algorithms 

The proposed method uses an optimization technique to iteratively add unforeseen 
interdependencies to the constructed infrastructure network and select nodes to be 
failed until the giant component size is minimized. The discrete nature of the problem 
enables the use of evolutionary optimization techniques like genetic algorithms (GA) 
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for performing the optimization. Genetic algorithms are search heuristics that mimics 
Darwin’s theory of evolution [25]. An individual in GA is characterized by its 
chromosome that encodes the decision variables of the optimization problem. The 
fitness of each individual is calculated as the value of the objective function for that 
individual. The algorithm begins with a population of individuals that are generated 
randomly and proceeds over generations. In every generation, the fitness or objective 
function value of individuals will be quantified and multiple individuals will be 
selected based on their fitness values, recombined and mutated to populate the 
individuals of new generation. GA usually stops when either a predefined generation 
number has been reached or an acceptable level of fitness/objective function value for 
the population has been achieved [26]. 

In order to investigate where  the potential unforeseen interdependencies can be in 
the infrastructure network and also to identify the crucial node failure in the network 
that can result in the maximum reduction of giant component size, three different 
optimization experiments were performed using a simple GA. The objective of all the 
three experiments involves a minimization of giant component size, but the decision 
variables vary depending on the number of potential unforeseen interdependencies to 
be searched for. All the experiments use a population size of 50 and each run 
terminates when the maximum number of generations reaches 50. Crossover rate was 
allowed to vary in the range 0.10-1.00 and mutation rate was allowed to vary between 
0.01 and 0.10.  
 
GA Experiment 1: The decision variable of this experiment includes only one node 
failure and there are no unforeseen interdependencies involved.  For this experiment, 
an individual in GA is represented as an integer that represents the node number of 
the node to be failed. During optimization, single nodes will be failed iteratively in 
the network model until the node failure that results in the smallest giant component 
size of the infrastructure network has been found.  

GA Experiment 2: The decision variables of this experiment include one unforeseen 
interdependency and one node failure and are encoded as integers. The optimization is 
performed by iteratively adding an unforeseen interdependency to the network model 
and failing a node until the giant component size of the infrastructure network 
remaining after cascading failures is minimized. 

GA Experiment 3: The decision variables of this experiment include two unforeseen 
interdependencies and one node failure. During optimization, two unforeseen 
interdependencies are added iteratively to the network model and one node is failed 
until giant component size of the network after failure propagation is minimized. 

Several runs of each of the GA experiments were performed by varying the 
parameters of the genetic algorithm (crossover and mutation probabilities) and the 
smallest giant component sizes of each run were noted. The unforeseen 
interdependencies as well as the node failures that resulted in the smallest giant 
component sizes were also recorded. 
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interdependencies to nodes 3 and 19 are the most crucial combination of two 
unforeseen interdependencies. Both nodes 3 and 19 are supply nodes that provide 
input to many other nodes in the network. Hence, the failure of some other nodes in 
the network results in the failure of these supply nodes due to the additional 
interdependencies added to them which further results in the failure of all the nodes 
that are dependent on these supply nodes for input. This cascade of node failures 
results in the giant component size reducing to 30 when interdependencies to both 
nodes 3 and 19 are added, indicating a 30.23% reduction of network connectivity.  

Table 1. The effect of adding potential unforeseen interdependencies on giant 
component size after the failure of node 28 

Experiment 
Number 

No. of unforeseen 
interdependencies 
added  

Unforeseen Interdependency added 
by GA in the optimal solutions  

Worst 
Giant 
component 
size  

1 0  Nil 36 

2 1  One of (7→3, 8→3, 11→3, 15→3, 
17→3, 28→3, 31→3) 

32 

3 2  One of (7→3, 8→3, 11→3, 15→3, 
17→3, 28→3, 31→3) and one of 
(3→19, 4→19, 13→19, 15→19, 
21→19, 28→19) 

30 

4 Conclusions 

The modeling and simulation of infrastructure networks and identifying the 
vulnerabilities in them is challenging, but is extremely important for disruption 
prevention and recovery planning. All the previous works on critical infrastructure 
protection were based on the assumption that the knowledge about the interdependent 
infrastructure network is complete. This research assumes that the knowledge about 
the interdependencies may not be completely known and hence an optimization 
algorithm has been used to search for potential unforeseen interdependencies and 
failures that can maximize cascading failures in the network resulting in the 
maximum network connectivity loss. The study also shows how a model combining 
agent-based modelling, genetic algorithms, and network analysis can be built in a 
computational platform in order to simulate infrastructure network failures.  

Although the interdependent infrastructure network considered in this paper is real, 
the network properties were more general and hence, the approach has to be further 
validated on real interdependent infrastructure networks. Furthermore, in some 
networks, for e.g. the power grid, giant component size may not be able to fully 
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reflect the failure consequences because the components other than the giant 
component may still be functional for serving their local customers. Hence, measures 
other than giant component size need to be used to measure the failure consequences. 
In addition, the method will be extended to a multiobjective optimization problem by 
incorporating the failure probabilities in addition to the failure consequences, thereby 
formulating a risk analysis framework for infrastructure failures. 
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Abstract. Multi-resolution modeling (MRM) is widely used in manufacture  
industry, environment science (climate, geometry, map), science (material, bi-
ology) and so on. Dozens of theories and methods are proposed to MRM. How-
ever, most of these MRMs are not designed for simulation, which leads to 
MRM failures in terms of information loss, consistency maintenance and reso-
lution changes. To solve these failures, this paper introduces Connector-
oriented Resolution State Chart-based System (CORES): a novel MRM  
approach with emphasis on choosing appropriate resolutions for simulation. In 
CORES, Resolution State chart, a UML state chart, is modeled to specify the 
resolution changes. And Connector, the connection of different resolutions, is 
proposed as a standby part to fulfill the four requirements on relationships  
between models of different resolutions. Finally, a dimension-variable linear 
system is modeled to demonstrate CORES approach, and the numerical results 
verify our approach. 

Keywords: Multi-resolution modeling (MRM), Resolution State chart (ReS 
chart), Connector, resolution control, information difference. 

1 Introduction 

Multi-resolution modeling (MRM) are widely used, like, manufacture industry [1], 
combat simulation [2], environment science (climate[3], map [4]), natural science 
(material [3], biology [5]) and so on. Multi-resolution modeling attempts to capture 
the hierarchical and multilevel property of a complex system. Many efforts have been 
made on the multi-resolution modeling fundamental theories, approaches, implemen-
tations and applications.  

These MRM approaches focus on different aspects of multi-resolution modeling, 
which leads to the different capacity and ability of multi-resolution M&S. Aggrega-
tion / disaggregation (A/D) [6] and CAVE [7] solve the problems of how different 
resolution models generate each other coordinately, but lose information during A/D. 
IHVR [8] and Mixed resolution modeling (MRMAide) [9] focus on how to build a 
different resolution model quickly, in which abstraction and generalization are often 
used, but narrow in specific fields. Distributed Component Substitution (DCS) [10] 
and Hooking (VRM) [11] face the difficulties of changing resolutions within simula-
tion, without considering the concurrent interaction between different resolutions. 
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Selective View (SV) [6, 8] and Multiple Representation Entity (MRE) [12, 13],  
provide a unified entity to solve the interaction and consistency, at the cost of compu-
tational resource. BOM-based MRM [14] and Optimization-based MRM [15] pay 
attention to interface uniform from outside. DEVS-based [16] MRM attempts to for-
malize the MRM, which is limited to complexity of theory application and indirect 
description of resolution changes.  

In the literature of MRM, to our best knowledge, there are few approaches synthet-
ically considering controlling resolution changes, maintaining consistency,  
resolving interaction, and handling information loss. And most of them focus on con-
sistency modeling and aggregation for MRM, but less emphasis has been put on the 
resolution changes and information loss within simulation environments.  

To compel the attention to resolution changes and information loss, this paper de-
sign and implement a novel multi-resolution modeling framework, which fully  
accounts for the adaptive resolution change, dynamic structure, and information loss 
and consistency maintenance during simulation. Some key technologies of our work 
are discussed in Section 2. And then our multi-resolution modeling approach, 
CORES, is presented in Section 3. A case study is available and some numerical ex-
periments are conducted in Section 4. Finally, we conclude this paper in Section 5. 

2 Resolution Control and Consistency Maintenance 

Before our approach is proposed, two key technologies should be addressed firstly. 
Resolution control and consistency maintenance are core components of our frame-
work. Resolution state chart is presented to control resolution changes, and Connector 
is designed to solve the problem of consistency maintenance, information loss, and 
cross interaction. 

2.1 Resolution State Chart 

The root why most MRM theories have not fully revealed the power of MRM lies in 
their de-emphasis on controlling the resolution changes. The essential benefit of 
MRM is that one can choose the appropriate resolutions to adapt different simulation 
situations. From this view, an effective MRM method should provide the mechanism 
to specify the change of resolutions, and allow resolution to vary during the simula-
tion. Although dozens of previous approaches have been put forward, few of them 
have the power to describe and control resolution changes. A/D merely addresses the 
function to realize the changes of resolution, but does not give us more information 
about when to disaggregate or aggregate. SV and MRE primarily do not allow the 
changes of resolution, let alone the control of resolution. DEVS based MRM attempts 
to specify the resolution change by the hierarchical and dynamic property of DEVS. 
However, the challenge of these kinds of MRM is the complexity and indirection of 
DEVS’s specification of resolution changes. 

In order to clearly, simply, and meaningfully solve the specification and control-
ling of resolution change, a novel method based on UML state charts is proposed, 
connoted as Resolution State Chart (ReS chart). Before we construct our Resolution 
State Chart, some definitions should be claimed first: 
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Definition of Key Items 

─ Resolution State 

A binary notation describing status of all the resolution of a certain entity, and 
higher bit of a binary notation represents higher resolution. For example, S011 is a 
resolution state indicating that the high and middle resolution are activating and the 
low resolution is not.  

─ Resolution State Transaction type 

According to the type of triggering source, resolution state transaction types are di-
vided into three types: cross resolution interaction (CRI), human-machine interac-
tion (HMI) and computational resource optimization (CRO). CRI is a most com-
mon triggering source to change resolution state, which describe the interaction be-
tween two resolutions. HMI captures the interest and focus of human. CRO is 
another limitation and condition to trigger the move of resolution state, which 
means running high resolution models with abundant computational resource and 
low resolution models with limited computational resource. 

An Example of ReS Chart 
Built on these definitions, an example of ReS chart is constructed as Fig. 1: 

 

Fig. 1. Resolution state chart 

Formalism of ReS Chart  
Resolution state chart (ReS chart) is a UML state chart that can specify the resolution 
states of a certain multi-resolution object and describe the changes of resolution state. 
A  ReS chart can be represented as a six-tuple [17, 18]: 

 ( )0, , , , ,R S s δ ω= Σ Γ  (1) 
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These six tuples reveal six different facets of our ReS chart: 
Tuple Facet of ReS chart 
Σ  Σ  is a set of conditions and input events. All these conditions will be formed

within our MRM framework. To be specific, conditions and input events are 
the set of CRI, HMI, and CRS, i.e. { }, ,CRI HMI CRSΣ =  

Γ  Γ is the output of ReS chart, which indicates the current resolution state of
modeled object. It can be used in other higher ReS chart as an input, a foun-
dation for a hierarchical nested ReS chart. 

S  S is a set of all the possible resolution states in ReS chart. The number of S
is finite, and is a function of the number of independent resolutions, connoted
as N . Thus the possible number of resolution states is: 2NS =  

0s  0s is always set as 0. Usually, in initial resolution state, no resolution model

is activated, thus the initial state is 0 
δ  δ  is the state transaction function, which enable ReS chart to control resolu-

tion of modeled object. Here, this function is modeled to have two parts:  1)
move the resolution state, 2) call the aggregation and disaggregation function, 
which is the connection between ReS chart and models.   

ω  ω  is the output function,which adopts mealy state machine: : Sω →Γ   

2.2 Connector 

In multi-resolution modeling, consistency is universally accepted as the fundamental 
requirement and obstacle to MRM. Natrajan [12] proposed an associative method, 
called multi-representation entity (MRE), unifying both high resolution entity (HRE) 
and low resolution entity (LRE) into a single Entity. Due to co-exist of HRE and 
LRE, MRE approach maintains consistency by calling the functions in its unified 
entity. However, this coupling between model entity and consistency maintain func-
tions introduces many problems, like, unable to run at an individual resolution, hard 
to manage the resolution from outside and so on. Considering these drawbacks of 
MRE, we extract the consistency maintenance part as a standby proxy: Connector. 

Definition of Key Items 

─ Information difference (ID) 

Information difference refers to the equivalent difference of information richness 

between different resolutions entities，which describes the information loss in 
A/D. For example, there are three tanks in a tank platoon. The positions of HRE 
have more information than the position of tank platoon. The outweighed informa-
tion is the platoon formation. And such formation is our information difference.   

─ Resolution related variables (RRV) 

Like MRE, we define the variables related to different resolution as Resolution Re-
lated Variables. The position of tank is a case in point. The access and assignment 
to RRV enable A/D. 
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Requirement to Model the Relationship between Resolutions 
The modeling of connection between two resolutions is the biggest difference be-
tween multi-resolution modeling and normal multi-model modeling. This connection 
has various forms, like, abstraction, aggregation, synthesis, rescaling, and their coun-
terparts. No matter what kind of connection is, we propose that the connection should 
account for the following four requirements:  

R1: Map functions: Provide a mechanism the map the variables of different res-
olutions. 
R2: Maintain consistency: Inspect the inconsistency between resolutions, main-
tain consistency and transfer the variables of different resolution. 
R3: Detect the conditions triggering the change of resolution state chart: Moni-
tor the resolution related variables and trigger CRI, HMI.  
R4: Balance the information difference between resolutions: Handle the infor-
mation difference, extract and save some information difference, which can help 
to save information loss when resolution state changes. Those systems with 
Connector are retentive. 

Structure of Connector  
Plenty of theories and methods are proposed previously to model these property of 
connections, like, A/D, SV, MRE, IHVR, CAVE and so on. But most of them address 
only part of these requirements. MRE is relatively a complete one, and introduces an 
integrated method to put the connection into an individual entity, which leads to its 
complexity and static resolution state. By contrast, we design a separate and standby 
part to model the connection between resolutions, named Connector. To satisfy the 
four requirements, Connector absorbs information storage and CRI sensor part. As 
shown in Fig. 2, Connector has all the ingredients necessary to model the relationship 
between two resolutions. 

 

 

Fig. 2. Structure of Connector 

 

CRI
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• CRI sensor 

From left of Connector, CRI sensor is designed to detect the RRVs, to meet the 
monitoring requirement R3. CRI sensor can detect the resolution of a certain inte-
raction, and dispatch this interaction to the right resolution entity. 

• A/D 

The Aggregation/Disaggregation is a guarantee to realize resolution change. When 
ReS chart detects a change of resolution state, the A/D of Connector will be called 
to calculate the variables of the new resolution models. The essence of A/D is two 
functions, which map the RRVs between high resolution and low resolution. These 
A/D of Connector are designed specially, named A/D with information difference 
(IDAD), intending to cover the information loss as much as possible. IDAD is pre-
sented as follows:  

 

( )
( )

[ , ]

,

s ID S

S s ID

α
δ
=

=
 (2) 

Where, α is aggregation, δ is disaggregation, S represents the RRV of high res-
olution, s represents RRV of low resolution, and ID is the information difference. 

• Consistency maintenance 

Consistency Maintenance is to maintain the consistency between HRE and LRE at 
a certain schedule. Consistency Maintenance will call A/D to calculate the value of 
corresponding resolution related variables, and evaluate the information difference.  

• Information difference storage 

Information Difference Storage is to store the Information difference, which will 
keep the system retentive, and balance the high fidelity and lower cost. The Infor-
mation Difference is generated in two ways: A/D at resolution changes and A/D at 
consistency maintenance.  

3 CORES: A MRM Approach 

To address the two overlooked problems in MRM: controlling resolution changes and 
handling information loss, and the two prevailing problems of MRM: maintaining 
consistency and resolving interaction, this section will present our MRM approach 
based on above background technologies: ReS chart and Connector. 
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3.1 CORES Approach 

Based on the above technologies, we design a Connector-Oriented Resolution State 
Chart-based System (CORES) to conduct MRM. Fig. 3 shows the process of CORES.  

Apparently, there are four major steps of CORES: 

1. Identify the resolution structure of object: Identify the resolution structure of ob-
ject, using the SES method in [19]. 

2. Build single resolution models: The designer follows normal modeling process and 
builds the single resolution models, and then recognizes the RRV in a single reso-
lution models. The individual models should also provide interface for Connectors 
to access and assign resolution related variables, which enables aggregation/ disag-
gregation and consistency maintenance. 

3. Construct the Connectors: Section 2.2. The Connections between different resolu-
tion models are built by extracting the resolution related variables from individual 
models, and modeling the aggregation and disaggregation function and consistency 
maintenance policy, and then specifying the information difference of difference 
resolutions.   

4. Draw the ReS chart: Section 2.1. Following the process of UML state chart con-
struction, CORES draw ReS chart by determining resolution state first, and then 
identifying the CRO, CRI and HMI, finally constructing the resolution state trans-
actions. 

 

Fig. 3. Process of CORES  
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Advantages of CORES 
The separate Connector is of great importance to a real multi-resolution modeling and 
simulation and brings much more benefit: easy to model, easy to update and de-
coupled to single resolution models. 

The central ReS chart plays the role of controller and balances the high fidelity 
with limited computational resource, which guarantees optimistic simulation in the 
way of multi-resolution simulation. 

4 Case Study 

4.1 Case Description: Dynamic Dimension of Large System 

Large system consists of a great number of components, and it is relatively hard to 
build a precise model for large system, due to the complex relationship between these 
components and numbers of inputs and outputs. In the field of controlling and design-
ing, low dimension’s systems are fully studied. Thus, it is highly recommended that 
the large system can be projected into lower dimension’s system [20], maintaining the 
main character of the primary system. Meanwhile, in the stage of simulation, all the 
different resolutions of large system can be activated to adapt the computational re-
source limitation and results analysis requirement.  

4.2 Applying CORES Approach 

Model the Individual Models 
Please note that our approach is not focusing on the models of individual resolution 
models, but the connection and dynamic changes of different resolution. 

• High resolution model 

In our approach, the individual models should be modeled first. Most large system 
can be described as a set of differential equations, with states, time, and outputs. In 
order to demonstrate our approach directly, a three dimension MIMO linear system is 
studied:  
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• Low resolution model 
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As mentioned in [20] there are lots of methods to get a lower resolution models. Here, 
we adapt the concept of dimension abstract, in which we evaluate the singularity val-
ues of the structure matrix A , and eliminate the smallest one for the minor influence 
of the smallest singularity value [20]. Therefore, by ignoring the smallest value, the 
third one, a low resolution model is obtained: 
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Construct Connector 
The Connector has four basic parts: variable sensor, information difference, aggrega-
tion/disaggregation, and consistency maintenance.  

Variable sensor should obtain 1 2 1 2, , ,x x y y from low resolution model, and 

1 2 3 1 2 3, , , , ,x x x y y y from high resolution models. The information difference should 

be 3 11 12 22, , ,x A A A . The aggregation and disaggregation should be  
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 (5) 

And the consistency maintenance period is the same as the step size of simulation. 
Hereto, we obtain the MRM of large system. The simulation will be conduct in 

next part. 

Draw ReS Chart 
There are two resolutions in large system, low resolution and high resolution. So the 

initial resolutions state is S00, and the number of resolution state is 22 4S = = .  

CRI is modeled as:  

 { }3 0.3, 1CRI x u= < <  (6) 

CRI captures the possible interactions between resolutions.  
Finally, ReS chart is designed as Fig. 4:  
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Fig. 4. ReS chart of large system 

4.3 Numerical Results 

The above multi-resolution model is simulated in Matlab.  We simulated three mod-
es: run with HRE only, run with HRE only and run with HRE and LRE. 

Fig. 5 shows the results of different modes, and the error between modes.  

 

Fig. 5. Results of different modes 
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(a), (b) and (c) in Fig. 5 depict the outputs of Cross Resolution mode, Low Resolu-
tion mode, and High Resolution mode, respectively. The second row’s figures reveal 
the accurate error of each mode. The results clearly show that Cross Resolution’s 
accuracy is in the middle of HRE mode and LRE mode, which balances the computa-
tional cost and accuracy.  

Fig. 6 is the sequential changes of Resolution State of Cross Resolution simulation 
mode. This figure verifies how CORES works: the RRV can be monitored, RS 
changes can be triggered by CRI, and the A/D can be called by ReS chart.  

 

Fig. 6. Resolution State changes of large system 

5 Conclusion 

To address the problem of consistency maintenance, information loss, and resolution 
control in previous MRM approaches, this paper develops a novel MRM approach 
CORES. The ReS chart is a formalized specification of resolution changes during the 
simulation, which identifies CORES easier to model, more directly to control resolu-
tion than previous ones. Moreover, ReS chart is application of UML state chart. Thus 
the formalism can ensure the validated fundamental theory of CORES. Connector, a 
complete specification of connections between resolutions, is another characteristic of 
our approach. Connector owns the power to satisfy the four requirements for a con-
nection part of resolutions: 1) realize aggregation and disaggregation with A/D part; 
2) maintain consistency by CM; 3) monitor the CRI, by access to resolution related 
variables; 4) balance the information loss and high computational resource by Infor-
mation Difference.  

CORES is applied to model the MRM of large system. The modeling procedure 
demonstrates the advantages of our approach, and the results of Matlab simulation 
verify the validation of CORES.  
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Abstract. Detailed simulation models have to incorporate random ef-
fects. Since the generation of randomness is subject to several short-
comings, this needs to be considered for the setup and evaluation of
simulations. On the basis of well-known metrics for the domain of V2X
communication we will evaluate the influences of differently generated
random sequences on the simulation. We will show that it is important
to pay attention to avoid skewed results caused by random number gen-
eration and ensure the statistical relevance of the simulation series. It
can be stated that well established random number generators are suit-
able. Meaningful simulation results rely rather on a sufficient number of
simulation runs which in turn will depend on the applied models.

Keywords: RNG, V2X simulation verification, VSimRTI.

1 Introduction

Vehicle-to-X communication is an up-and-coming technology for improvement
of road safety, traffic efficiency, and infotainment applications [1]. At the present
time, already field operational tests are performed to investigate the behavior of
V2X communication based applications in reality. However, a good portion of
research is done with the help of simulations.

For credible statements about the application behavior, it is important to en-
sure simulations that are able to produce qualified results. Much effort is spent
for the development of preferably detailed models that include the according re-
alworld properties. E.g. in [2] a V2X simulation environment was extended with
advanced communication models. Since many processes in nature can only be
modeled as random, the computational models need to rely on generators for
randomness. In the V2X simulation context, examples for models using Random
Number Generators (RNG) are e.g. the vehicle movement models in a traffic
simulator or the radio propagation models in a communication simulator. The
expected value of these models can be described to follow a known probability
distribution. During the simulation run, a RNG then delivers a certain represen-
tation of the distribution or more concrete a sequence of individual samples as a
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subset of the whole sample space. At this point a first important issue arises. A
sufficient coverage of the sample space and finally a result close to the expected
value needs multiple samples to be generated which means in turn that multiple
simulation runs need to be performed. Depending on the law of large numbers,
the number of simulation runs tends to infinite for a perfect result. However, due
to practical reasons a reduction of simulation runs is always desirable to save
computing costs and time. A second issue is to avoid skewed results. This can
be ensured for individual simulation models, as the results can be cross com-
pared with the according probability distributions. When finally the application
behavior is evaluated, all aspects of the simulated models, protocols and appli-
cation algorithms play together. Hence, it is not trivial to trace the aggregated
result back to a certain influence or even to be sure that the whole spectrum of
the sample space is represented. This may lead to wrong statements or wrong
optimizations of the application algorithms, merely due to an insufficient setup
of the simulation series.

In this paper we present an approach to ensure correct results in simulations
based on randomness. The central question is how strong the used RNGs do
affect the results. If the choice of the RNG itself or the parameterization of the
RNG would have a substantial impact on the results, it would mean that great
care is advisable when setting up simulations with random components. It is
undesirable that RNGs affect the functioning of the simulated processes even
more than certain details in the models themselves. Furthermore, we show a
direction how the results converge with different numbers of simulation runs.

The paper is structured as follows. In the next Section 2 we give a short
overview of important properties of RNGs and introduce three examples which
are used in this work. In Section 3 we present our simulation setup and give
additional details on the randomness-based models and the metrics to measure
the impact of randomness. The results are given in Section 4. The findings are
resumed and the paper is concluded in Section 5. Finally, we state the future
work on the topic in the outlook in Section 6.

2 Random Number Generators

For simulation purposes two features of RNGs are demanded, 1) the generation
of truly random and statistically credible results with a limited number of simu-
lation runs and 2) the reproducibilty of results, which is important for debugging
and comparison [3]. Due to the latter requirement only deterministic RNGs can
be used. These RNGs are based on deterministic (software) algorithms and de-
liver, when the starting situations are equal, also equal results. As the generated
sequences are not truly random anymore, they are called pseudo-random. The
dimension of incorporated errors compared to true randomness depends on the
quality of the used generator and its according initialization. The quality of a
RNG can be described first by the distribution of the random samples which
should be uniform and the individual samples should be statistically indepen-
dent [4]. The statistical independence of the samples is demanded so that the
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aggregated result converges to the expected value according to the law of large
numbers [5]. Several simulation model implementations are based on probabil-
ity distributions which are not necessarily uniform. With the method of the
inverse transform sampling it is possible to generate any distribution given its
cumulative distribution function (cdf) out of the uniform distribution. If the dis-
tribution is not uniform, certain number patterns are generated more often. This
effect is known as falling in the planes [6]. The second characteristic to measure
suitability of RNGs is the period of the random sequence, before it starts again.
This limit is a result from the fact that all deterministic RNGs are finite state
machines. However, a long period not necessarily ensures a high quality, but a
short period is often a problem.

Actually there exist a quite high number of suitable RNGs, but in our work
we have concentrated on the Linear Congruential Generator (LCG) [7], the
Mersenne-Twister [8], and the Blum-Blum-Shub Generator (BBS) [9].

The importance of the Linear Congruential Generator stems from the
fact that it is very well established for a long time. It is part of the runtime
libraries of the GNU Compiler Collection and the Java SDK and consequently
it is directly available for the simulation program code. The LCG is based on
the linear modulo operation, described with the following Equation 1.

xi = (a ∗ xi−1 + b) mod m (1)

A typical problem of the LCG is the occurrence of the falling-in-the-planes
effect which means that the generated numbers are not distributed perfectly
uniform. Furthermore, depending on the platform, the period as one important
measure for the quality of RNGs, may be quite short, starting at an order of 232

(or respectively 109 to 1010) for 32 bit systems. The LCG in Java.util possesses
a period of 248 (ca. 1014).

The Mersenne-Twister is a newer generator which delivers random se-
quences of very high quality [8]. Hence, it is very well suited for simulation
purposes and already incorporated in various simulators as SUMO, OMNeT++
and JiST/SWANS. The components of the Mersenne-Twister are given in the
following recurrence Equation 2. Here, the | operation is a just a concatenation
of the upper and lower part. The multiplication with the matrix A performs the
twist transformation. Finally, ⊕ is the bitwise XOR which is actually an addition
with modulo two.

xk+n = xk+m ⊕ (xu
k |xl

k+1)A (2)

The MT19937 is a specific implementation of the Mersenne-Twister that fea-
tures an outstanding period of 219937 (106001). Moreover, it generates an almost
uniformly distributed sequence and passes most of the mathematical randomness
tests. Due to these advantages it is commonly used for large scale simulations,
e.g. according to the Monte-Carlo approach.

The Blum-Blum-Shub was designed for cryptographic systems. For this
purpose it needs to satisfy slightly different requirements, e.g. that the random
sequence cannot be predicted. The unpredictability arises from the quadratic
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residue in the modulo-operation as outlined in Equation 3.

xi+1 = x2
i mod n (3)

Whereas n (and in turn the period of the BBS) is defined as the product of two
prime numbers p, q of the form 4k+3. For a sufficient period these primes need
to be very high which in turn slows down the simulation performance. However,
this fact allows different configurations for a comparison of a period that should
be still sufficient for our simulations with a bad configuration.

3 Simulation Study

In our investigation we place the emphasis on the dependency of the simulated
communication behavior on different RNGs. We simulate a single-access scenario
and a multi-access scenario where we apply the already introduced RNGs LCG,
Mersenne-Twister, and BBS with an appropriate and inappropriate configura-
tion. We analyze three communication metrics to compare the influences of the
different RNGs. To avoid side-effects we have configured the models for traffic
simulation in our setup to simulate exactly the same deterministic behavior in
each V2X scenario. For all V2X simulations we use the simulation environment
VSimRTI [10]. VSimRTI couples discrete event simulators from different fields.
In our concrete case we use JiST/SWANS for the simulation of the communica-
tion stack. Furthermore, we use the application simulator VSimRTI app which
usually embeds the logic of V2X applications, but can also be used to generate
only a certain data load for the communication simulator. At last we use the
traffic simulator SUMO for the vehicle movements.

3.1 Analyzed Communication Models with Randomness

In our setup, the IEEE 802.11p MAC layer is the first module which in-
corporates a random component. When the Distributed Coordination Function
(DCF) of the sender senses the radio channel as occupied upon a transmission
attempt, it needs to listen to the channel to defer the transmission until the
channel is free again. But when during an ongoing transmission more than one
sender are waiting for the moment when the channel is free again and would
directly start their own transmission, a packet collision would occur. Thus, the
DCF provides the backoff procedure to minimize the probability of a concurrent
transmission. For the backoff procedure one random integer value is selected
out of the interval of the contention window. This means e.g. for the case of
broadcasting where the initial contention window is 31 slots, every node selects
a random value between 0 and 30. According to the back backoff procedure, the
node has to sense the channel as free for the duration of the slot time and then
decrement the previously selected backoff timer. When the backoff timer reaches
the value of 0, the node can start its transmission. For a fair prioritization of the
different senders, the used random variable needs to be distributed uniformly.
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Furthermore, the IEEE 802.11p PHY layer model uses a random compo-
nent to simulate a packet error rate (PER). In contrast to the random component
in the MAC layer it is not a feature of the protocol according to the IEEE 802.11p
standard specification, but it is more a characteristic of the simulation model
itself. A packet error exists in the situation when PHY layer was able to sense at
least a received signal, but the signal, or more concrete the SNIR (Signal to Noise
and Interference Ratio), is to weak that the signal processing chain in the PHY
is not able to decode the packet correctly. As a signal processing chain would
be computationally too time-consuming, an efficient abstraction is implemented.
The model calculates the PER out of the SNIR, the symbol modulation and the
packet length. The PER can have a value between 0 and 1. To determine if the
packet is eventually received or not, a comparison is performed with a random
value which is sampled uniformly between 0 and 1. If the PER is lower than this
random value, the packet is regarded as successfully received.

At last, more realistic models for the Radio Channel also incorporate fad-
ing effects. We use the well-established Rayleigh and Rice Fading Models for our
investigation. These fading models already incorporate probability distributions
which are not uniform. As the Rayleigh Fading is mathematically described by
the integral cdf of the Rayleigh distribution, the inversion sampling method can
be applied for the concrete implementation of the Rayleigh model. Hence, the
implementation can be reduced to one random sample of the uniform distribu-
tion. The Rice Fading is mathematically based on a Bessel function which needs
to be approximated numerically in the implementation and uses two random
samples for one calculation.

3.2 Analyzed Metrics for Simulation

The Backoff Timer is linearly dependent on the calculated random value from
the according call in the MAC module. Thus, the quality of the applied RNG
should be directly assessable on the basis of the distribution of the backoff timer.
In the single-access case, the sending node is always able to directly transmit its
packet and no further backoff mechanism is needed. Hence, this metric is only
evaluated in the multi-access case.

The Channel Access Delay is the time from the moment where a packet
arrives in the MAC layer to the moment where it can be send to the channel.
It depends in the single-access case merely on a possible simulated processing
delay for the layer, yet our model considers no processing time. In the multi-
access case it also depends on the selected backoff timer and furthermore on the
backoff timers of the other simulated nodes. E.g. when two nodes wait for a free
channel and then select their backoff timer, the node with the longer backoff
timer needs to additionally defer its transmission until the node with the shorter
backoff timer has finished its own transmission. The channel access delay is only
evaluated in the multi-access case.

The Packet Delivery Rate shows the influences of the random numbers
on the simulation of the radio channel fading. The PDR for a single packet can
be either 0 or 1. So it needs to be evaluated in a statistical context, whereas
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Multi Access Scenario
Single Access Scenario

Fig. 1. Simulated scenarios multi-access (circle), single-access (line)

the arithmetic-mean aggregation of all packet sending attempts in the simulated
time frame delivers the most significant result. Especially in the single-access case
the PDR depends directly on the applied fading models which affect only the
signal term of the SNIR for the packet error model in the PHY layer. When no
other sender exists, the noise and interference term is constant and the medium
access function works transparently. In the multi-access case it is not trivial to
trace the result back to one single influence. Hence, this metric is only evaluated
in the single-access scenario.

3.3 Simulated Scenarios

The two simulation scenarios for the evaluation are located in the Strasse des 17.
Juni in Berlin (Figure 1). In the multi-access scenario especially the backoff RNG
is considered. 20 vehicles communicate concurrently via periodic broadcasts with
a frequency of 10 Hz. The nodes have to sense the medium and apply their backoff
mechanisms to avoid possible packet collisions. However, with the given number
of senders and the configured sending frequency the radio channel is still free
enough that every packet can be successfully transmitted. The hidden terminal
problem and consequently a malfunction of the backoff procedure does not exist
in this scenario, as all vehicles are always in communication range in the cyan
colored traffic circle, which has a diameter of 150m. The vehicles are introduced
in the simulation with a time delay at position A and move around the circle
again to point A (Fig. 1). This round is repeated until the simulation ends.

The single-access scenario is intended to be used primarily for the evaluation
of fading RNGs. It consists of a stationary node, located at point B which is the
receiver and a sender which starts also at point B near the receiver and then
moves away on the red route with a constant speed of 10 m/s towards point C
(Figure 1). The final point C of the sender is nearly 1.9 km away from receiver.
Consequently the route is long enough up to the maximum distance where the
connection between both nodes is finally lost. The sender emits messages with
a constant period of 10 Hz. In this way communication measurements with a
resolution of 1 m can be captured.

The following calculation should clarify the maximum number of random
samples needed for the simulation. For every sent packet one backoff timer needs
to be generated. For every packet a fading channel needs to be simulated (in the
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case of Rice Fading by the use of 2 random samples). Finally, when the signal
energy at receiver side is at least high enough to sense the packet, the PHY layer
PER is calculated. For a traffic-efficiency scenario where n = 400 vehicles with
a sending frequency of f = 10Hz are investigated over one hour of simulation
time (t = 3600s), the result would be the following (Eq. 7), whereas NBT is the
number of random samples for the backoff timer, NFC for the fading channel,
and NPER for the packet-error check.

NBT = n · f · t = 14400000 (4)

NFC = 2 · n(n− 1) · f · t = 11491200000 (5)

NPER = n(n− 1) · f · t = 5745600000 (6)

N = NBT +NFC +NPER = 1.72512 · 1010 (7)

When the period of a RNG is considered as quality measure, it can be stated
that it should be in the order of 1011 or higher to be appropriate for the scenario.
The LCG and certainly the Mersenne Twister should be appropriate. The BBS
in the good configuration should also exhibit a period higher than N .

4 Simulation Results

The results for three metrics are presented in the following. The backoff timer is
selected, because it is known that the samples need to be distributed uniformly.
Furthermore, the channel access delay is selected as it already includes the pro-
tocol behavior of the IEEE 802.11p MAC layer. Finally, the PDR is presented
as a metric where the required distribution is also known in advance, but it is
not uniform. Moreover, the applied models for Rayleigh and Rice Fading rely on
a different number of random samples for one calculation.

4.1 Backoff-Timer

Two comparisons are carried out for the backoff timer. First, the result of each
individual RNG is compared with the uniform distribution, which is important
to facilitate a fair prioritization of all senders in the system. Second, the BBS
is compared with the good and the bad parameterization to get an overview, if
it is possible at all to set up the RNG in an insufficient way. In Figure 2 one
histogram for each RNG is displayed. The histograms directly allow a visual
examination of the probability distributions.

Generally, the LCG, the Mersenne-Twister, and the BBS (good) produce a
fairly uniform distribution. In comparison with the first two generators, it can be
noticed that distribution for the BBS (good) is slightly more uneven. The second
comparison of the Blum-Blum-Shub shows that the BBS (bad) is not able to
generate a uniform distribution at all, although the period of this RNG should
be able to deliver more than the required number of different samples. This
may be traced back to the fact that the random integer number (in the interval
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Fig. 2. Distribution of the backoff timer, different RNGs, 30 simulation runs

between 0 and 30) is generated by the use of a real number sample (between 0
and 1) and a subsequent real to integer conversion in the implementation. This
conversion may intensify the effect that not the whole sample space is covered.

Additionally, we have applied the Kolmogorov-Smirnov test to measure the
goodness of fit [11]. The following table 1 contains the result for the K-S test
D-statistic, which indicates the maximum deviation of the empirical distribution
generated by the RNGs and the hypothetical (uniform) distribution. A perfect
fit would result in the D-value of 0. This test supports the previous finding
that the LCG, Mersenne-Twister and BBS (good) are very close to the uniform
distribution, while the BBS (bad) involved insufficient results.

Table 1. K-S test D-statistic for the evaluated RNGs

RNG K-S test D-statistic

LCG 0.006465
Mersenne-Twister 0.006071
Blum-Blum-Shub (good) 0.006791
Blum-Blum-Shub (bad) 0.435661

The metric of the backoff timer especially demands a uniform distribution
of random numbers. Generally, a collision occurs when two nodes select the
same backoff timer and start their transmission at the same time. When certain
random values are generated more frequently due to the RNG, this issue is over
amplified in the simulation and leads to skewed results. Thus, a wrong selection
and parameterization of the RNG builds a wrong basis of the whole simulation.
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Fig. 3. Distribution of the channel access delays, different RNGs, 30 simulation runs

4.2 Channel Access Delay

The channel access delay already incorporates the protocol characteristics of the
IEEE 802.11p MAC layer in the situation when multiple nodes compete for the
radio channel. The diagrams (Figure 3) show that it is not trivial to compare
the results with a known distribution.

For the Mersenne-Twister, the LCG and the BBS (good) there exists one
high peak for the lowest delay which represents the case when one sender has
selected the lowest backoff timer of all competing nodes and can be the first
sender. The second highest peak may indicate nodes which have selected a higher
backoff timer have to defer their transmission to be the second sender, but it
also includes nodes which are the first sender and have selected a higher backoff
timer and no other sender is competing for the access. The BBS (bad) again
produces a different result compared to the other configurations.

The results show that errors from the backoff timer emerge to have an effect
on the channel access delay. Already for this metric it is difficult to acknowl-
edge the correctness. This means in turn that for key performance indicators on
application layer it would be more complicated to prove the result. Hence, it is
recommended to record metrics as the backoff timer for a direct comparison to
ensure the correct simulation setup.

4.3 Packet Delivery Rate

The PDR evaluation first aims to compare how models with different number
of random samples influence the result. Second, a comparison is drawn where
only few simulation runs are evaluated, because few simulation runs are desired
of practical reasons to save time.
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ent RNGs, all 30 simulation runs
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Fig. 5. PDR for Rice Fading, different
RNGs, all 30 simulation runs
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Fig. 6. PDR for Rayleigh Fading, differ-
ent RNGs, only 3 simulation runs
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Fig. 7. PDR for Rice Fading, different
RNGs, only 3 simulation runs

The results are presented for the arithmetic mean of the PDR for 30 simu-
lations with Rayleigh (Fig. 4) and Rice Fading (Fig. 5). Additionally, the PDR
graph for the Freespace Model is included as a reference. In both figures it is
observable that the results for the LCG, the Mersenne-Twister and the Blum-
Blum-Shub (good) are almost identical. Furthermore, a comparison with the
Freespace reference shows that the graphs of the PDRs have the correct trend
and start to decline at the right distance. The Blum-Blum-Shub with the bad
configuration exhibits a different and certainly wrong behavior. This behavior is
even worse for the evaluation of Rice Fading and can probably be traced back
to the fact that Rayleigh Fading uses only one random call for one calculation,
while Rice Fading uses two random realizations.

In a second evaluation again Rayleigh (Fig. 6) and Rice Fading (Fig. 7) was
analyzed but only 3 simulations where selected for the PDR aggregation. As-
suming that one RNG possesses a lower quality regarding the random number
distribution, it would show a less smooth run. As the Blum-Blum-Shub (bad)
already showed a wrong result in the first evaluation, it was omitted in the fol-
lowing diagrams. The graphs display that no RNG produces an especially uneven
result. Moreover a comparison of Rice and Rayleigh Fading indicates that the
application of two random realizations in the Rice model leads to an already
smoother result. This means that the number of required simulation runs for a
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satisfying coverage of the sample space depends more on the applied simulation
models than on the applied RNG.

To sum up the results, we see that the LCG and the Mersenne-Twister ex-
hibit nearly identical results for all evaluated metrics. The sufficiently configured
Blum-Blum-Shub shows similar results for the PDR. The distribution of the
backoff timer seems to be not completely uniform, but one can assume that for
the medium scale scenario the quality of the randomness is sufficient. Yet, there
also exist RNGs which lead to a completely wrong outcome, as the BBS with the
configuration of insufficient p and q values. In this case the period was although
selected to meet at least the requirement for number of random values, but the
sequence was not uniformly distributed. The channel access delay is presented
as a metric where the comparison between the different RNGs was still possible,
while it is not straightforward to assess the correctness as it incorporated already
several influences.

Aside from this, it is important to use known random seeds. With equal ran-
dom seeds the simulation behavior can be reproduced exactly for debugging
purposes. With different seeds in the multiple simulation runs the result con-
verges to the expected value according to the law of large numbers. Whereas
the number of simulation runs for a statistical significance depends more on the
used models than on the used RNGs.

Finally, the approach to record and evaluate metrics with an expected result
is deemed to be successful to ensure a correct simulation setup. In our case the
backoff timer and the PDR are suitable, because it is known that they are de-
manded to follow the uniform or respectively the Rayleigh and Rice distribution.
In this way it is also possible to check the statistical relevance.

5 Conclusion

In this paper we have evaluated the influences of RNGs on the simulation results
of V2X communication scenarios.We have set up two scenarios for a single-access
and a multi-access case. The focus of our investigations was put especially on the
communication metrics of the packet delivery rate, the distribution of the backoff
timer, and the channel access delay. In the simulations we have applied different
RNGs, 1) the LCG which is the standard RNG in many compilers for famous
programming languages as C/C++ and Java, 2) the Mersenne-Twister which is
known to deliver especially high quality random sequences and for comparison
the Blum-Blum-Shub in a 3) good as well as in a 4) bad configuration.

We have seen that it is straightforward to assess the behavior affected by the
RNG for certain metrics where a dedicated result is expected in advance. This
was the case for the backoff timer and the PDR. The metric of the channel access
time was not trivial to assess as it incorporates already several aggregations. Key
performance indicators for applications depend even on more influences.

For the actual comparison of the RNGs we have seen, that the LCG and the
Mersenne-Twister both delivered very good results and the BBS in the good
configuration is still sufficient. In contrast, the BBS in the bad configuration
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always delivered completely wrong results. This means that indeed care needs
to be taken for the correct choice of the RNG and its parametrization.

A comparison of the number of simulation runs to achieve a statistical signif-
icant result lead to the finding that it depends more on the simulation model
which relies on the random samples than on the RNGs themselves.

Finally, as specific lessons learned it can be stated that known metrics should
be recorded and evaluated to ensure the correctness and the sufficient number
of simulation runs to cover the whole sample space for a statistically significant
result.

6 Outlook

As already mentioned, an evaluation of known metrics along the way is impor-
tant to ensure meaningful results for the actually investigated key performance
indicators. Hence, in future simulation studies we want to introduce further sta-
tistical tests for the verification to our workflow. The presented K-S test was
applied to check the correct distribution of the analyzed metrics. In addition,
there exist other suitable tests as the runs-test according to Wald-Wolfowitz for
the check of the statistical independence of the random samples.
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Abstract. Threshold bootstrap is a modified bootstrap method that resamples 
data from the autocorrelated simulation outputs. The threshold bootstrap calcu-
late the ensemble average of sample as an estimator for population mean as do 
other bootstrap methods. Sometimes, however, an estimator of simulation  
output is generated by the concept of time average such as mean queue size  
in queueing system. In this situation, to analyze the simulation output more  
efficiently, we introduce a method of generating the confidence intervals for 
time averaged estimators using the threshold bootstrap. Numerical examples are 
provided to verify the confidence interval produced by our method.  

Keywords: Simulation Output Analysis, Confidence Interval, Time Averaged 
Estimator, Threshold Bootstrap. 

1 Introduction 

We generally use the ensemble average method to estimate parameters or statistic 
from simulation outputs. The central limit theorem (CLT) guarantees that the ensem-
ble average of independent and identically distributed (IID) sample approximately 
follows the normal distribution. Accordingly, we can infer the confidence intervals 
and perform the hypothesis tests simply. In simulation output analysis, however, we 
sometimes should hire the concept of time average to infer an estimator such as the 
mean queue size in queueing system. Since it is not sure that the time averaged  
statistic holds the CLT, we have difficulties to calculate the confidence interval of 
interested statistic. If there are autocorrelation structures in the simulation output, the 
difficulties become worse. In this situation, we should compute the percentile confi-
dence interval using the IID data streams from the independent simulation replica-
tions. As these replications may produce huge cost or long time, it is not efficient to 
apply in real world. However, employing bootstrap method is one of the applicable 
methods that reduce time and cost [1-2]. 

                                                           
* Corresponding author. 
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Bootstrap method was originally introduced by Efron to resample the IID data [1-
2]. There are also several modified methods which are applicable to data that have the 
autocorrelation structures [4-11]. Among those methods, moving block bootstrap 
(MBB) [6], [9-10], stationary bootstrap (SB) [5], [11] and threshold bootstrap (TB) 
[3], [7-8] are commonly and widely used for autocorrelated data in various fields. The 
bootstraps are nonparametric methods which generate the percentile confidence inter-
val using the resampled data from the only single output of the simulation [1]. Espe-
cially, the TB shows the competitive performances to infer the parameters or the  
statistic [7]. Accordingly, we apply the threshold bootstrap to generate the confidence 
interval of time averaged estimators in this paper. 

This paper is organized as follows. Section 2 introduces the brief concept of en-
semble average and time average and discusses the difficulties of calculating the con-
fidence intervals of the time averaged estimators. Section 3 describes an algorithm for 
generating the percentile confidence interval of time averaged estimator using the 
threshold bootstrap. Section 4 provides the numerical examples to guarantee the re-
levance of our proposed method and section 5 concludes our research and suggests 
further studies. 

2 The Time Average 

2.1 Ensemble Average vs. Time Average 

The concept of ensemble average observes the state on discrete time space. Denoting 
 is an ensemble averaged probability that outside observer sees the system in state 

k,  is defined as follows. 

 lim         (1) 

N is total number of observations or replications. The sample mean  is also defined 
as following equation for sample { , , … , . 

 ∑  (2) 

On the concept of time average, since a state occupies the continuous random time, 
we should observe both the state and its occupying time. The time averaged probabili-
ty is defined by the rate of occupying time in state k for the total observing time: 

 lim  (3) 

T is total operation time of system and  is occupying time in state k. On the 
concept of time average, sample mean is not computable with one dimensional sam-
ple. The sample defined by the concept of time average consists of the states and their 
occupying times. Accordingly, the sample becomes two dimensional. Denoting   
be the state of ith observation and  be the occupying time of Si, the time averaged 
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sample is defined by two dimensional data , , 1, … , . This notation  
produces the sample mean as follows. 

 
∑  ∑  (4) 

2.2 Confidence Interval of Time Averaged Estimator 

If the arrival of a queueing system follows Poisson process and total operation time is 
sufficient to reach the steady state, both the ensemble average and the time average 
become identical in probability. In addition, either the ensemble average or the time 
average produces the identical mean if the sample is generated by a renewal or rege-
nerative process even though the system does not reach the steady state [3], [12]. In 
this case, we simply construct the confidence interval using the ensemble average 
concept based on the CLT. In real system simulation, however, most of the arrival 
processes may not be Poisson or regenerative. The outputs from the real system simu-
lation may have autocorrelation structure. In this situation, the sample mean defined 
by equation (4) may not satisfy the condition of CLT. An appropriate method to esti-
mate the confidence interval is generating the percentile interval through the indepen-
dent replications. To use the independent replication method, however, long time or 
huge cost is required to get the samples from steady state in the simulation runs. 

On the other hand, in the simulation output analysis, the bootstrap method is de-
veloped for reducing the time and cost [1-2]. This method only uses a sample which is 
generated by the single simulation run. Using the bootstrap, the percentile confidence 
interval can be achieved by nonparametric method. The traditional IID bootstrap me-
thod, however, does not describe the autocorrelation structure in the original sample. 
To overcome this limitation, the modified methods such as MBB, SB, and TB are 
introduced [4-11]. In this paper, we introduce a bootstrap algorithm that applies the 
TB showing superior performance compared to the other methods [7].  

3 Generating Confidence Interval of Time Averaged Estimator 

TB is applicable to the only one dimensional sample but the time averaged sample is 
defined by two dimensional data as described in equation (4). In this section, we in-
troduce an algorithm to apply the TB to the two dimensional sample. We also provide 
the percentile method to generate the confidence interval.  

3.1 Typical Threshold Bootstrap 

In general, TB is performed as follows [4], [7-8]. Let , … ,  be a random sam-
ple of size n that is a sequence of autocorrelated data. The next step is selecting thre-
shold value such as sample mean and dividing the series by runs that are either above 
or below the threshold (high and low runs). Two successive runs compose a cycle and 
a fixed number of chained cycles generate a chunk. Fig. 1 illustrates a  
sample of threshold, runs, cycles, and chunks. Fig. 1 also shows the mechanism for 
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generating chunk as an example; two chained cycles compose a chunk. Note that the 
remaining runs or cycles should be treated as a chunk. We create a bootstrap replica-
tion by resampling the chunks at random with replacement. If their total length  
exceeds n, we just truncate the concatenated runs. Finally, we can get a statistic by 
repeating B times. 

 

Fig. 1. Illustration of threshold, runs, cycles, and chunks in TB 

3.2 Time Average and Confidence Interval 

Finding correct confidence interval is difficult if the estimator is calculated by time 
average concept. The autocorrelated data make it worse to construct the confidence 
interval. Expanding the concept of TB to two dimensional data, we can perform re-
sampling from the time averaged sample. Using vector notation where , , 
let , … ,  denote the two dimensional data sample. We generates the threshold, 
runs, cycles, and chunks with only an element of the vector; i.e., we use either ’s or 

’s. We suggest that the elements should be a series having the autocorrelation struc-
ture. When we create a bootstrap replication, we do not resample the elements but the 
vectors. The rest of bootstrap procedure is identical to the typical TB. 

The ith repetition of TB generates a bootstrap sample , … ,  and the time 
averaged sample mean . As the bootstrap replication is repeated B times as men-
tioned previously, a set of bootstrapped sample mean , … ,  will be created. 
Using these bootstrapped sample means, we calculate the percentile confidence inter-
val of random variable (or sample)  defined by time average. Denoting , … ,   as order statistic of bootstrapped sample means, the percentile confi-

dence interval with significant level  is defined as follows. 

 ,   (5) 
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4  Numerical Examples 

In this section, we run some simulation experiments and provide the percentile confi-
dence intervals for time averaged estimators applying our proposed method. In addi-
tion, to confirm that our confidence interval is permissible, we perform the coverage 
tests using results of independent replications. 

4.1 Design of Experiments 

To generate the time averaged samples which have autocorrelation structure, we 
compose two intentional simulation models. A random process N(t) changes the state 
as time elapsed as follows. 

 
N(t) : state of system at time t 
 

In convenience, if we assume that N(t) has only discrete states, N(t) generates a sam-
ple that has two dimensional data. Fig. 2 shows an example of two dimensional sam-
ple produced from the simulation of N(t). In Fig. 2, N(t) produces two dimensional 
vectorized data set {(Si, Ti), i = 1, 2, … n}. Si implies a state at time interval [ti, ti+1) 
and Ti does its occupying time (ti+1 – ti). For example, we observe that N(t) has the 
state S1 for time interval [t , . 

 

Fig. 2. Illustration of two dimensional sample produced by simulating N(t) 

We reversely simulate Si and Ti to produce a sample of N(t) which has the autocor-
relation structure. We construct two cases of autocorrelation for each Ti and Si. The 
case of autocorrelated Ti is modified by the first order autoregressive (AR) model as 
follows. 

 
Zt = φZt–1 + εt , εt ~ N(0, 1) 
Ti = | Zt + μ |  
 

We assume that εt’s are IID and Si’s are also IID by geometric with the success proba-
bility p. We simulate the geometric random variates as the number of trials until the 
first failure occurs. In the simulation run, we set the value of φ as 0.9, μ as 2, and p as 
0.5. For the case of Si, we also modify the first order AR model as follows.  
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Zt = φZt–1 + εt , εt ~ N(0, 1) 
Si =   

 
In this model, Ti’s are IID by exponential with the rate parameter λ and we set the 
value of φ as 0.9, ν and μ as 2, and λ as 1. For a simulated sample of size n, S , , … , , , the sample mean is defined by equation (4). Accordingly, the 
CLT is not applicable to construct the confidence interval because random variates 
Si’s or Ti’s are autocorrelated. 

In our experiments, we simulate samples of size n = 10000 for each model. For 
these samples, we repeat the bootstrap replications B = 300 times. To determine the 
optimal chunk size, we use the method that minimizes the mean squared error (MSE). 
In addition, using 100 independent simulation outputs, we estimate the percentile 
confidence intervals and compare it to the results of our proposed method. Finally, we 
perform the coverage test for the confidence intervals produced by our method. 

4.2 Experiment Result and Analysis 

Table 1 summarizes the results of our experiments. In Table 1, C.I. means the percen-
tile confidence interval produced by independent replication (IR) and our proposed 
method. While the theoretical population mean of the first case can be found, that of 
the second case is not simple to find. In the second case, therefore, we use the grand 
mean of 100 IR means as the population mean. As shown in Table 1, the C.I.’s of 
both methods include the true values and we confirm that they have similar half 
widths for each model. Note that the IR performs 100 simulation runs but the TB uses 
only one sample from single run. 

Table 1. Comparison of confidence intervals produced by IR and TB 

Model True value 
IR  TB 

90% C.I. 90% C.I. Coverage (%) 

Autocorrelated Ti 2.000 1.998 0.029 2.016 0.026 88 6.4 

Autocorrelated Si 1.863 1.863 0.321 1.898 0.306 90 5.9 

At next, we perform coverage test in order to verify the confidence intervals in-
ferred by our proposed method, TB. To test the coverage of each C.I., we perform  
the bootstrap repetition for all samples from IR. Using those results, we calculated 
binomial confidence interval defined as follows. 

 ̂  (6) 

In equation (6), ̂ is a success probability of Bernoulli trial that is defined by the 
number of containing the true value for 100 independent replications. The rightmost 
column in Table 1 explains that the C.I.’s from our proposed method is permissible. 
In other words, about 90% of confidence intervals include the true values.  
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5 Conclusion 

At first, in this paper, an application of bootstrap method was introduced to estimate 
the confidence interval of time averaged statistic. And then, described the modified 
algorithm that resamples the two dimensional data which generate the time average. 
After that, the efficiency and performance of our proposed method was verified 
through experiments. We created simulation samples of size 10000 and found the 
percentile confidence intervals with 300 repetitions of bootstrap replications. Finally, 
the coverage of the estimated confidence intervals was tested. These results imply that 
the bootstrap methods are useful for generating the confidence intervals of time aver-
aged estimators. 

We performed experiments for the case that the only either the state or occupying 
time has the autocorrelation structure. If both of the state and its occupying time are 
autocorrelated, our method is not efficient sometimes. Moreover, there might be cor-
relation between the state and its occupying time. In this situation, we need another 
efficient method to resample the two dimensional data. Our ongoing study focuses on 
this topic.  
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Abstract. This paper adopted the system configuration to assess the reliability 
of a target system instead of making a fault tree (FT), which is a traditional me-
thod to analyze reliability of a certain system; this is the reliability block dia-
gram (RBD) method. The RBD method is a graphical presentation of a system 
diagram connecting the subsystems of components according to their functions 
or reliability relationships. The equipment model for the reliability simulation is 
modeled based on the discrete event system specification (DEVS) formalism. 

Keywords: Reliability analysis, dynamic reliability block, diagram, 
DEVS(Discrete Event System Specification). 

1 Introduction 

A system is a collection of components, subsystems and assemblies that are arranged 
according to a specific design to achieve acceptable performance and reliability levels 
(Distefano and Puliafito, 2009). The main goal of system reliability/availability eval-
uation is the construction of a model (life distribution) that represents the time to the 
failure of the entire system based on the life distributions and maintenance policies for 
the components, subassemblies and/or assemblies (black boxes) with which the sys-
tem was composed. 

There are several ways to represent and analyze system reliability. A fault tree (FT) 
is a compact graphical method of analyzing system reliability (Vesely et al., 1981). 
FTs use Boolean gates to show how unit failures combine to produce system failure. 
They do not have any elements or capabilities to model the reliability interactions 
among the components or subsystems — aspects that are conventionally qualified as 
dynamic. Common examples of dynamic reliability behavior are standby redundancy, 
interferences, dependencies and common-cause failures. These arguments awakened 
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the scientific community to the need for new formalisms such as dynamic fault trees 
(DFTs) (Boyd, 1991). Markov models are widely used to calculate system reliability 
with DFTs (Stamatelatos, 2002). Markov models do not directly use the structure of 
the DFTs, however, and they need too many states when the DFTs are more complex. 
Because of these disadvantages of Markov models, Bayesian networks are used to 
calculate system reliability (Bobbio et al., 2001). Bayesian networks can use the struc-
ture of DFTs without any changes, so they are more compact and fast than Markov 
models. 

All the aforementioned system reliability analysis methods are powerful though not 
always user-friendly, because it is sometimes very hard to obtain a model directly 
from the specifications of the system, especially of complex systems. To make the 
DFTs of the system, an expert’s experience and high-cost complex systems are 
needed. In addition, the results of the analysis differ according to the selection of the 
logical gate, so they depend mostly on the expert who makes the DFTs. 

This fact prompted the definition of specific reliability modeling formalisms as 
RBDs. An RBD is a graphical presentation of a system diagram that connects subsys-
tems of components according to their function or reliability relationships. It is  
user-friendly and makes it easy to obtain a model directly from the specifications. 
Furthermore, from its concept, dynamic RBDs (DRBDs) were proposed in this thesis 
based on an extension of the existing RBD formalism (Distefano and Puliafito, 2007). 
The main advantage of a DRBD is its capability to model dependencies among sub-
systems or components concerning their reliability interactions. A DRBD can be 
quantitatively analyzed using existing methods like Markov chains and Monte Carlo 
simulation. 

The causes of system failure are trigger events, so the DEVS formalism, which can 
represent a model for event-based simulation, was used in this thesis. All the used 
reliability simulation models were based on the DEVS formalism. The reliability of 
the system was calculated using Monte Carlo simulation. 

2 Reliability Analysis Method 

2.1 Fault Tree Analysis 

There are several approaches to representing and analyzing system reliability. In tra-
dition, fault tree (FT) analysis is a compact graphical method for analyzing system 
reliability (Vesely et al., 1981). Fault tree analysis (FTA) can be simply described as 
an analytical technique whereby an undesired state of the system is specified (usually 
a state that is critical from a safety or reliability standpoint), and the system is then 
analyzed in the context of its environment and operation to find all the realistic ways 
in which the undesired event (top event) can occur. The FT itself is a graphical model 
of the various parallel and sequential combinations of faults that will result in the 
occurrence of the predefined undesired event. The faults can be events associated with 
component hardware failures, human errors, software errors, or any other pertinent 
events that can lead to the undesired event. A FT thus depicts the logical interrelation-
ships of basic events that lead to the undesired event, the top event of the FT. 
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Intrinsic to a FT is the concept that an outcome is a binary event (i.e., to either suc-
cess or failure). A FT is composed of a number of entities known as “gates” that serve 
to permit or inhibit the passage of fault logic up the tree. The gates show the relation-
ships of the events needed for the occurrence of a “higher” event. The “higher” event 
is the output of the gate; the “lower” events are the “inputs” to the gate. The gate 
symbol denotes the type of relationship of the input events required for the output 
event. 

Fig. 1 shows a simple FT for a simple serial system with two valves. The system in 
Fig. 1 has two valves connected serially. If a certain valve is broken for some reason, 
the flow cannot follow the cycle. Thus, the system failure can be represented by using 
the “OR” gate, as shown in Fig. 1. 

 

Fig. 1. Simple FT for a simple serial system with two valves 

As shown in Fig. 1, the system failure is determined from the combination of the 
failure events of the equipment in the system. The combination of the failure events is 
based on the logical operator, such as “and” or “or,” and this is called gate. There are 
two basic types of FT gates: the OR gate and the AND gate. All the other gates in the 
FT (normally the static FT) are special cases of these two basic types. As mentioned 
in the previous paragraph, the gates in the FT are based on the OR gate and the AND 
gate. Thus, the failure probability of the system can be determined by logical opera-
tions. 

FTs do not provide any element or capability to model the reliability interactions 
among components or subsystems, aspects that are conventionally qualified as dy-
namic. Common examples of dynamic reliability behaviors are standby redundancy, 
interferences, dependencies, and common-cause failures. These arguments awakened 
the scientific community to the need for new formalisms, such as dynamic fault trees 
(DFTs) (Boyd, 1991). 

Fig. 2(a) shows a simple redundant system with two valves and a switch. In this 
system, the order of the equipment failure affects the system failure. Suppose that the 
failure mode of the switch is such that when it fails, it is unable to switch between two 
valves. The failure of the switch only matters if switching from valve A to valve B is 
of interest. As shown in Fig. 2(a), if the switch fails after valve A fails (and thus, 
valve B is already in use), then the system can continue to operate. 

If the switch fails before valve A fails, however, as shown in Fig. 2(b) then valve B 
cannot be switched into active operation, and the system fails when valve A fails. The 
order in which the primary and switch fail determines if the system will continue to 
operate. 

System Failure
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Valve A
Failure

Valve B
Failure

Valve A Valve B

Fault TreeSimple serial system with two valves
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Fig. 2. (a) simple redundant system with two valves and a switch: switch failure after valve  
A failure, (b) simple redundant system with two valves and a switch: valve A failure after 
switch failure  

This example shows that the order of the equipment failure influences the failure of 
the whole system. As in the static FT, there is no gate to express these dynamic relia-
bility behaviors, gates are added to consider the dynamic behaviors, such as standby 
redundancy, interferences, dependencies, and common-cause failures.  

Fig. 3 shows the DFT for the simple redundant system in Fig. 2, where the PAND 
gate captures the sequence-dependent failure of valve A and the switch. The order of 
the equipment failure is considered by using the PAND gate on the “switch fails be-
fore valve A fails” node. 

In the DFTs, the sequence of the failure events affects the failure of the whole sys-
tem. Thus, the failure probability cannot be calculated by using a logical operation. In 
the DFTs, the Markov chain or the Bayesian network is used to calculate the failure 
probability of the system. 

 

Fig. 3. DFT for the simple redundant system with two valves and a switch 

Although many systems with sequence dependencies can be analyzed using tradi-
tional FTA, the use of DFT constructs offers an interesting alternative. The DFT, in 
addition to supporting an exact solution of the PAND gate, facilitates the analysis of 
other sequence dependencies. 

There are several methods of calculating the failure probability using FTs. In the 
static FT, the simplest method for the calculation involves the use of binary decision 
diagrams (BDDs), which is based on logical operations. The failure probability of the 
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DFT, however, cannot be calculated by this operation because of the sequence  
dependencies. The DFTs are solved by conversion to the equivalent Markov chain. 
Monte Carlo simulation can also be used to evaluate the DFTs without conversion to 
a Markov chain. In an attempt to address the limitations of the solutions using the 
Markov chain, a solution method using conversion to the equivalent Bayesian net-
works was recently proposed. 

2.2 Reliability Block Diagram 

In the previous section, three methods of calculating the system failure probability 
were introduced: BDDs, the Markov chain, and the Bayesian network. BDD can be 
used only for the static FT, but the Markov chain can calculate the failure probability 
of the DFT. As the Markov chain has the state space explosion problem as the  
number of basic events increases, the Bayesian network is proposed for probability 
calculation. 

All these methods need FTs for calculating the failure probability of the system. 
An expert is needed to make the FT of a certain system. It also entails a high cost and 
has the risk of producing different results depending on the selection of the logical 
gate of the FT, which is dependent on the experience of the expert. 

Thus, the key idea in this thesis came from the use of the system configuration to 
assess the reliability instead of making a FT; this is the reliability block diagram 
(RBD) method. The RBD method is a graphical presentation of a system diagram 
connecting the subsystems of components according to their functions or reliability 
relationships. It is a user-friendly method, and it is easy to obtain a model directly 
from the specifications. From this concept, a new dynamic modeling method involv-
ing the use of dynamic reliability block diagrams (DRBDs) was proposed based on an 
extension of the existing RBD formalism. 

The main advantage of DRBD is the capability to model dependencies among  
subsystems or components concerning their reliability interactions. A quantitative 
analysis of DRBD can be conducted using the existing methods, such as the Markov 
chain and Monte Carlo simulation. In this paper, Monte Carlo simulation is used to 
calculate the failure probability. 

3 Reliability Analysis Based on DEVS Formalism 

In this paper, the RBD method is used to assess the reliability of the target system. All 
conceptual block model in the RBD is configured to determine the failure of the 
equipment, and based on the DEVS formalism. 

3.1 Procedure of Reliability Analysis 

Fig. 4 shows an example of the conversion of the configuration of the target system to 
the equivalent RBD to assess the reliability of a refrigerator (simple liquefaction 
process system). As shown in the right side of Fig. 4, the equipment and interconnec-
tions of the equipment are converted to the RBD as they are. 
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Fig. 4. Conversion of the system configuration to the equivalent RBD to assess the reliability of 
a refrigerator 

Fig. 5 shows the procedure of the probability calculation using the RBD. Suppose 
that the operating time of the liquefaction cycle is 20 hours and that the failure rate of 
the equipment is given as shown in Fig. 5. 

 

Fig. 5. Procedure of the probability calculation using the RBD 

First, check each equipment for equipment failure. To do this, a random value be-
tween 0 and 1 is generated for each equipment. If the generated value is less than the 
failure rate of the equipment, there is equipment failure. All the equipment in the 
liquefaction cycle are to be checked for equipment failure, as shown in Fig. 5(a). The-
reafter, the analyzer model checks for system failure. The analysis model sends a 
signal to the connected model, a condenser in Fig. 5, and this signal follows the sys-
tem. If the signal returns to the analyzer model, the system is successfully operating 
during the simulation. 
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Fig. 6. Procedure of the probability calculation using the RBD 

Fig. 6 shows an example of system failure during probability calculation. As men-
tioned in the previous paragraph, equipment failure is first determined. In this exam-
ple, the heat exchanger fails and is marked as such. The analyzer model sends a signal 
to check for system failure, and the signal will be stopped at the heat exchanger. Thus, 
the analyzer determines that the system has failed. 

This operation is repeated until the operating time. Fig. 7 shows the calculation of 
the failure probability by performing the simulation repeatedly. The failure probabili-
ty is simply calculated based on the ratio of the number of system failures to the total 
number of simulations. 

 

Fig. 7. Failure probability calculation via Monte Carlo simulation, using the RBD 
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3.2 Models for Reliability Analysis Based on DEVS Formalism 

The models for the reliability analysis are categorized into four groups: equipment, 
repair and maintenance, collector, and analyzer. This section gives a detailed descrip-
tion of these models used on the reliability analysis. 

All equipment are modeled with a single inlet and a single outlet. As shown in  
Fig. 8(a), the model for equipment with a single inlet and a single outlet is configured 
based on the DEVS formalism. It is characterized by variable states: THROW, 
WAITING, ANALYZE, and FAIL. The THROW state is used to determine equip-
ment failure. 

The model at the THROW state throws a dice to generate a random value between 
0 and 1 every unit time, and checks for equipment failure according to the generated 
value and the failure rate. If the equipment is operating after a dice is thrown at the 
THROW state, the state will be changed to the WAITING state. In the WAITING 
state, the equipment waits until the signal from the previous equipment is sent. When 
the equipment receives the signal from the previous equipment, the current state will 
be changed to the ANALYZE state. In the ANALYZE state, the physical model con-
firms the equipment failure. If the equipment is operating, the current state will be 
changed to the THROW state. When the state is changed from ANALYZE to 
THROW, the signal will be sent to the outlet of this model. On the other hand, if the 
equipment fails, the current state will be changed to the FAIL state, and the equip-
ment will stay in such state until the simulation is stopped. Certain equipment can 
have multiple inlets and outlets. These are expressed by using a collector model, and 
it is configured based on the DEVS formalism. 

   

Fig. 8. (a) Equipment Failure model based on the DEVS formalism: check equipment failure  
or not, (b) Analyzer model based on the DEVS formalism: checking for failure of the whole 
system 

To check for the failure of the whole system for every unit time, the analyzer mod-
el is configured based on the DEVS formalism, as shown in Fig. 8(b). The analyzer 
model has two states: CHECK and CHECKING. At the end of each unit time, the 
analyzer model changes its state from CHECK to CHECKING. At the same time, a 
signal to check for system failure is sent to the “check” port. At the CHECKING 
state, the analyzer model waits for the success signal from the last equipment of the 
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liquefaction cycle. If the success signal is received, the state will be changed to the 
CHECK state. If not, the simulation will be stopped by the execution rules of the 
DEVS formalism. If the liquefaction cycle has multiple cooling cycles, the model in 
the CHECKING state will wait until all the signals from each cycle arrive. 

4 Verification of the Reliability Analysis Method Proposed in 
This Paper 

To verify the reliability analysis method proposed in this thesis, the following three 
examples are simulated to assess the reliability of each system: 

• firewater pumping system and 
• power switching system. 

4.1 Firewater Pumping System 

Fig. 9 shows the configuration of a firewater pumping system. The system has two 
fire pumps, one engine, and one valve. The engine is necessary to run the fire pump. 
If the valve or the engine fails, the system will fail. The failure of one fire pump is 
allowed because the other fire pump will still be running. 

 

Fig. 9. Firewater pumping system 

The FT of the firewater pumping system is configured as shown in Fig. 10(a). The 
failure of the valve directly leads to system failure. The failure of the engine contri-
butes to system failure by combining the fire pumps. 

Fig. 10(b) shows the RBD of the firewater pumping system. All the equipment in 
this diagram are defined based on the DEVS formalism. As can be seen, the configu-
ration of the RBD is the same as that of the configuration of the system, except for the 
analyzer model. 

Table 1 compares the reliability analysis results for the firewater pumping system. 
The operating time of the system is assumed to be 1,000 hours, and the simulation is 
performed 50,000 times. The probability of system failure is similar to the result using 
the FT. The execution time using the RBD based on the DEVS formalism was shown 
to be the longest among the three methods. 
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Fig. 10. (a) FT of the firewater pumping system, (b) RBD of the firewater pumping system 
based on the DEVS formalism 

Table 1. Comparison of reliability analysis results for the firewater pumping system 

Reliability analysis 
method 

Probability of 
system failure 

Execution 
time [s] 

FTA and Markov chain 3.040% 0.49 [sec] 

FTA and the Bayesian 
network 

3.025% 0.23 [sec] 

RBD based on DEVS 3.016% 4 [sec] 

4.2 Power Switching System 

Fig. 12 shows the configuration of a power switching system. The system has  
two powers, two relays with one controller, and a motor. Power 1 is the primary sys-
tem, and power 2 is the standby system. Each power is dependent on each relay, and 
all the relays are dependent on the controller. At least one power is necessary to run 
the motor. 

The FT of the power switching system is configured as shown in Fig. 13(a). If both 
powers fail, the system will fail. As the relays are dependent on the controller, the 
failure sequence of the relays and the controller leads to system failure. This is ex-
pressed by the use of the PAND gate in the FT. 

Fig. 13(b) shows the RBD of the power switching system. All the equipment in this 
diagram are defined based on the DEVS formalism. As can be seen, the configuration 
of the RBD is the same as that of the configuration of the system, except for the ana-
lyzer model. 
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Fig. 11. Power switching system 

     

Fig. 12. (a) FT of the power switching system, (b) RBD of the power switching system based 
on the DEVS formalism 

Table 2 compares the reliability analysis results for the power switching system. 
The operating time of the system is assumed to be 1,000 hours, and the simulation is 
performed 50,000 times. The probability of system failure is similar to the result using 
the FT. The execution time using the RBD based on the DEVS formalism is better 
than that using the Markov chain because the number of equipment increases, result-
ing in the state space explosion of the Markov chain. 

Table 2. Comparison of reliability analysis results for the power switching system 

Reliability analysis method Probability of 
system failure 

Execution 
time [s] 

FTA and Markov chain 0.571% 11.6 [sec] 

FTA and the Bayesian network 0.568% 2.1 [sec] 

RBD based on DEVS 0.562% 6.9 [sec] 
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5 Conclusion 

The reliability block diagram (RBD) method, which is a graphical representation of a 
system diagram connecting the subsystems of the components according to their  
reliability relationships, is used in this paper. A quantitative analysis of RBD can be 
conducted using Monte Carlo simulation, and the equipment model for reliability 
simulation is modeled based on the DEVS formalism. Reliability simulations are 
performed for the certain systems, such as the firewater pumping system and power 
switching system. 
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Abstract. In this paper, the composite nonlinear feedback (CNF) technique is 
applied for yaw tracking control of active front steering system with the objec-
tives to improve the transient performance of yaw rate response. For lateral and 
yaw dynamics analysis, nonlinear and linear vehicle models are utilized as  
actual vehicle plant and for controller design respectively. The designed con-
troller is evaluated using J-turn cornering manoeuvre condition in computer 
simulation. The simulation results demonstrate that the application of CNF  
for yaw rate tracking control improves the yaw stability and vehicle handling 
performances. 

Keywords: composite nonlinear feedback, yaw rate control, active front  
steering, vehicle yaw stability. 

1 Introduction 

Yaw stability control system is one of the approaches utilized for lateral dynamics 
motion control of road vehicles. The vehicle yaw rate is an important variable to be 
controlled to ensure vehicle lateral stability. Thus, the main objective of yaw stability 
control is to ensure the proposed controller is able to track a desired yaw rate i.e. the 
actual response of yaw rate is close to a desired response that is generated by refer-
ence model. The yaw rate tracking control can be realized by implementing an active 
front steering (AFS) for vehicle handling improvement especially during low to mid-
range of lateral acceleration. In AFS system, the front wheel steer angle is a sum of 
steer angle commanded by the driver and corrective steer angle that is generated by 
the proposed controller.  
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Various control strategies have been developed and implemented for vehicle yaw 
stability control based on AFS [1-8]. The yaw stability controller based on sliding 
mode and back stepping algorithm is designed to ensure the vehicle yaw rate follow 
its reference [1]. As implemented in [2], the model predictive control (MPC) tech-
nique is adapted for yaw stability control based on active differential braking to im-
prove the vehicle stability during critical manoeuvre while in [3], the mixed-
sensitivity minimization technique is applied as feedback control loop to track the 
desired yaw rate as close as possible. To cater the uncertainties of vehicle parameters, 
the robust yaw control is designed based on second order sliding mode control 
(SOSM), internal mode control (IMC) and these control performances was compared 
each other as discussed in [4-6]. As reported in [7], the yaw rate control of active 
front steering is designed based on fuzzy logic control to improve the vehicle stabil-
ity. Similarly, the yaw rate controller is developed based on fuzzy logic control in 
order to track the desired yaw rate as discussed in [8]. In point of view of tracking 
control, the transient response performance is vital. However, based on above review, 
the improvement of transient response performance in yaw rate tracking control is not 
well emphasized and an appropriate control technique should be proposed for this 
purpose.   

The composite nonlinear feedback (CNF) control is one of nonlinear control tech-
nique that has been developed in last decade based on state feedback law. This tech-
nique was introduced in [9] for tracking control of 2nd order linear system had been 
improved for higher order MIMO linear system in [10]. It was further explored and 
extended for linear system with actuator nonlinearities in [11], general multivariable 
system with input saturation in [12], hard disk drive servo system and servo position-
ing system with disturbance in [13-16]. Recently, the CNF have been applied in vehi-
cle dynamics control particularly for active suspension system in order to improve 
suspension deflection, velocity of car body, tire deflection, velocity of car wheel and 
body acceleration [17]. In principle, the use of CNF control could improve the per-
formance of transient response based on variable damping ratio concept. The CNF 
control keep low damping ratio during transient and varied to high damping ratio as 
the output response close to the reference set point. To realize this concept, the CNF 
control that consists of linear and nonlinear feedback control law is designed in three 
important steps which will be discussed later. Therefore, based on previous studies 
and above discussion, an advantages of CNF control technique especially for improv-
ing transient response of tracking control is not yet been examined for vehicle yaw 
rate tracking control and should be further explored.  

In this paper, the CNF control is introduced for vehicle yaw rate tracking control of 
AFS system. The lateral and yaw dynamics of nonlinear two track model is used as 
vehicle plant and linearized single track model is utilized for the controller analysis 
and design. To evaluate the performance of propose controller, the vehicle handling 
test of cornering manoeuvre are performed in computer simulation. 

This paper is organized in 5 sections as the following: Section 1 provides an over-
view of yaw stability control, its existing control strategies and a review of the CNF 
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control technique. In Section 2, the dynamics of a nonlinear vehicle model and a lin-
ear single track model are discussed. The theory of CNF control and design proce-
dures are explained in Section 3. The simulation results and discussion are presented 
in Section 4. Finally, a conclusion and future works is presented in Section 5.  

2 Vehicle Dynamic Models 

In this section, dynamic equations of a nonlinear two track vehicle model and a linear 
single track model are presented and discussed. These two models are constructed for 
vehicle plant and controller design respectively, whose performance is analyzed using 
a computer simulation tool. 

2.1 Nonlinear Two Track Model 

A nonlinear two track model as shown in Figure 1 is used as the actual vehicle plant 
for controller evaluation. The nonlinear dynamics for lateral and yaw motion are de-
scribe as in equations (1) and (2) respectively; 
 

 ( ) rFF
mv yy −−= βββ sincos
1   (1) 

 [ ]zyyrfxfxfyfyf
z

MFFlFFFFl
I

r ++−+++= )()sinsincoscos(
1

432121 δδδδ       (2) 

where the sum of longitudinal forces yF , sum of lateral forces xF and yaw mo-

ment zM in the above equations are given as follows; 

 )(sin)(cos 2121 yyfxxfy FFFFF +−+= δδ   (3) 

 )(cos)(sin 2121 yyfxxfy FFFFF +++= δδ  (4) 

 ( )432121 sinsincoscos
2 xxfyfyfxfxz FFFFFF
d

M −++−−= δδδδ   (5) 

The vehicle parameters involved in equations (1) - (5) above are vehicle speed v , 
vehicle mass m ,  vehicle width track d,  distance of front axle to center of gravity 
(CG)    fl and distance of rear axle to CG rl  .  The front wheel steer angle fδ   is 

the input to the system while the nonlinear longitudinal tire forces xiF and lateral tire 

forces yiF can be described using Pacejka tire model. Notice that the vehicle speed v  

is always assumed constant when no braking and accelerating are involved.  
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Fig. 1. Two track model 

2.2 Tire Model 

In the equations (1) - (5) above, the longitudinal tire force xiF and lateral tire force 

yiF may exhibit nonlinear characteristics. The pure longitudinal and lateral tire forces 

during pure side slip can be described using the Pacejka tire model as described in the 
following equations (6) and (7) respectively 
 

 [ ]))).(tan.(.(tansin 11
ixiixixiixixixixi BBEBCDF λλλ −− −−=   (6) 

 [ ]))).(tan.(.(tansin 11
fyifyiyifyiyiyiyi BBEBCDF ααα −− −−=   (7) 

where the parameters xiyixiyixiyixi EBBCCDD ,,,,,, and yiE  are known as tire model 

parameters that depending on tire characteristics, road surface and vehicle conditions 
while iλ  and iα  are longitudinal wheel slip and tire sides slip angle respectively 

that given by the following equations 
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where in equation (8), R is wheel radius, iω  is wheel angular velocity and iV is 

ground contact speed for each tire.  
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2.3 Linear Single Track Model 

To design the controller for yaw rate tracking control of active front steering, a linear 
single track model as shown in Figure 2 is utilized. This model is linearized from the 
two track nonlinear vehicle model based on few main assumptions: tire force operates 
in linear region, very small of front steer angle fδ and vehicle side slip β ,vehicle 

speed v is constant and two tires at front and rear axle are lumped into single tire at 
the centre line of vehicle [18]. 

flrl
r

yfFv

β fδ

y

fα
rα

yrF

 

Fig. 2. Single track model 

The dynamics equation for the lateral and yaw motions are described as follows 

 yryf FFrmv +=+ )(β   (11) 

 yrryffz FlFlrI −=   (12) 

As assumed above which tire forces are operates in linear region, front lateral tire 
force yfF  and rear lateral tire force yrF  are exhibit linear characteristics as described 

in the following equations 

 ffyf CF α=   (13) 

 rryr CF α=   (14) 

where fC and rC  are front and rear tire cornering stiffness respectively. For linear 

tire forces, sideslip angle of front and rear tire are given in the equation (15) and (16) 
respectively as follows 

 
v

rl f
ff −−= βδα   (15) 

 
v

rlr
r +−= βα   (16) 

By re-arrange and simplify the equations (11) – (16), the differential equations of 
sideslip and yaw rate variable can be simplified as linear state space model as shown 
in equation (17). Notice that the parameters are same as discussed in section 2.1 
above. 
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2.4 Yaw Rate Reference Model 

The main objective in yaw rate tracking control of active front steering is to bring the 
actual response of vehicle yaw rate close to desired response. The desired yaw rate 
response is determined as a function of vehicle speed v  and front wheel steer angle 

fδ  in steady state condition as follows 

 f
u

d
vkl

v
r δ.

2+
=   (18) 

where uk is known as cornering stability factor and define as follows 
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However, due to lateral acceleration of the vehicle in g unit could not exceed the 
maximum road friction coefficient μ , the steady state value of yaw rate must be lim-
ited as express in the following equation 

 
v

g
rss

μ≤   (20) 

3 Composite Nonlinear Feedback for Active Front Steering 

In this section, the composite nonlinear feedback (CNF) control design procedures for 
yaw rate tracking control of active front steering (AFS) are presented. In general, The 
CNF control technique is applicable for systems with or without external distur-
bances. In this paper, the plant of vehicle dynamics is considered without an external 
disturbance and all states variable are assumed available for measurement. The fol-
lowing subsection will discuss the design procedures for CNF control which have 
been established in [11]. 



 A Yaw Rate Tracking Control of Active Front Steering System 237 

 

3.1  CNF Control Design 

A linear time-invariant continuous system with input saturation is considered as  
follows 

 
Cxy

xxuBsatAxx o

=
=+= )0()(

  (21) 

where nx ℜ∈ , ℜ∈u , ℜ∈y  are the state variable, control input and controlled 

output respectively.  A, B and C are constant system matrices with appropriate di-
mensions and ℜ→ℜ:sat represent actuator saturation defined as follows 

 }{ uuuusat ,min)sgn()( max=   (22) 

with maxu  is saturation level of the input. To design and apply the CNF control, the 

following assumptions of system matrices are considered; 

1. (A,B) is controllable/stabilizable 
2. (A,C) is observable/detectable 
3. (A, B, C) is invertible and has no zero at s=0 

To design the CNF for tracking control of step input without large overshoot and 
without adverse actuator saturations effects, the CNF control laws is design in three 
important steps. The details for step by step design process are discussed as follows 
 
Step 1: design a linear feedback control law 

 GrFxuL +=   (23) 

where r is step input reference and F is feedback matric chosen such that BFA+ is an 
asymptotically stable matrix and closed loop system BBFAsIC 1)( −−− has certain 

desired properties such as small damping ratio. G is a scalar which given as follows 

 11 ])([ −−+−= BBFACG   (24) 

The selection of matric F is not unique where it can be determined using linear con-
trol design techniques such as pole placement assignment. 
 
Step 2: design a nonlinear feedback control law 

 )(),( eN xxPByru −′= ρ   (25) 

where ),( yrρ is nonpositive function locally Lipschitz in y that used to change the 

damping ratio of closed loop system as output approaches the step command input. 
0>P is a solution of the following Lyapunov equation 
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for some given 0>W and ex is defined as 

 rGx ee =:   (27) 

 BGBFAGe
1)(: −+−=   (28) 

The nonlinear function ),( yrρ is not unique. To adapt the variation of tracking tar-

get, the nonlinear function ),( yrρ in [19,20] is utilized as follows 
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Step 3: complete CNF control law 
 
Both control laws in step 1 and 2 are combined to form the complete CNF control law 
as follows 

 )(),( eNL xxPByrGrFxuuu −′++=+= ρ   (31) 

3.2 Tuning Parameters of Nonlinear Function  

The selection of design parameters of nonlinear function is essential for CNF control 
design so that the performance of closed loop system is improved as the controlled 
output approaches the reference set point. In this paper, the parameter γ and ϕ of 

nonlinear function are tuned according to the method as proposed in [20] as follows 

1. choose the desired steady state damping ratio ssξ  

2. determine γ by letting the steady state system has a damping ratio of ssξ  

3. determine an optimal ϕ by solving minimization some appreciable criterions of in-

tegral of absolute error (IAE) and integral of time-multiplied absolute value of er-
ror (ITAE) which given by equations 

 
∞

0
min dteϕ  or 

∞

0
min dtetϕ   (32) 

where rye −= is tracking error. 
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3.3 Active Front Steering Based on CNF Control 

The AFS based on the CNF control technique for yaw rate tracking control is illus-
trated in Figure 3. The front wheel steer angle is a sum of steer angle commanded by 
the driver, fδ  and corrective steer angle, cδ  that generated by the CNF control. 
Based on vehicle parameters and linear single track model as discussed previously, 
the parameters of CNF control are obtained as follows  
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Fig. 3. Active front steering based CNF control 

4 Simulation Results 

The computer simulation of AFS based on the CNF control for yaw rate tracking 
control is conducted in Matlab/Simulink. The vehicle parameters used are taken from 
[21] as follows;  
 

kgm 7.1704= , 21.3048 kgmI z = , ml f 035.1= , mlr 655.1= , NC f 800,105= , 

NCr 000,79= , md 54.1=   

 
The road surface adhesion coefficient is assumed for dry road 1=μ  and vehicle 

speed 100=v   km/h is assumed constant. To evaluate the performance of propose 
CNF control for AFS, a J-turn manoeuvre test is conducted in order to analyse the 
response of yaw rate tracking control. J-turn cornering manoeuvre which similar to a 
step input is a simple handling test to evaluate the transient and steady state behaviour 
of yaw stability control. The response obtained is compared to uncontrolled and clas-

sical PID controller. Figure 4 shows the input of °1 steer angle that generate 0.32g 
lateral acceleration which is considered an appropriate level for AFS. The response of 
yaw rate and yaw rate tracking error are shown in Figures 5 and 6 respectively. 
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Fig. 4. J-turn steer input at °1 of steer angle 

 

Fig. 5. Yaw rate response of J-turn manoeuvre at °1 steer angle 

 

Fig. 6. Yaw rate tracking error of J-turn at °1 steer angle 
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Table 1. Transient response parameters of J-turn manoeuvre 

controllers amplitude % OS rt  (t) st (t) 

CNF Nil 0 0.0524 0.107 
PID 7.57 7.10 0.137 0.46 
uncontrolled 7.39 4.53 0.299 1.03 

 
From the Figures 5 and 6, it is observed that the CNF control could track the yaw 

rate reference with fast transient response compared to PID controller and uncon-
trolled vehicle. The performances of transient response parameters of this valuation 
are tabulated in Table 1. 

The simulation of AFS based on the CNF control technique has been presented. 
From Table 1, it is observed that the yaw rate response with the CNF control tech-
nique have no maximum peak of amplitude i.e. 0% overshoot compared to PID  
controller and uncontrolled response that obtained 7.1% and 4.53% overshoot respec-
tively. In term of rise time rt , the CNF control performed better with 0.0524s which is 

obviously fastest than PID controller i.e. 0.137s and 0.299s of uncontrolled response. 
The CNF control also achieves fastest sampling time st  i.e. 0.107s compared to 

0.46s of PID controller and 1.03s of uncontrolled response. 

5 Conclusion 

A new technique for vehicle yaw rate tracking control of active front steering is pro-
posed based on the composite nonlinear feedback (CNF) control scheme. From the 
results obtained, it is shown that the CNF control is capable to achieve fast response 
of yaw rate tracking control where it is able to track the desired yaw rate with mini-
mum overshoot and fast settling time for a J-turn cornering manoeuvre. As a conclu-
sion, the CNF control is able to improve the transient response of vehicle yaw rate. 
For future works, the CNF control technique will be evaluated with other cornering 
manoeuvre. It will improve to cater external disturbances such as crosswind and un-
certainties of vehicle parameters. Co-simulations with vehicle dynamics software 
such as CarSim will be conducted to validate the proposed controller. 
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Abstract. A new method of epistemic uncertainty reduction is investigated ac-
cording to the uncertainty of modeling and simulation. First, technical back-
ground of the uncertainty propagation in modeling and simulation is introduced. 
Uncertainty propagation procedure is divided into three major steps. Next, an 
epistemic uncertainty reduction method based on two-stage nested sampling 
uncertainty propagation is proposed, Monte Carlo Simulation method for the 
inner loop is applied to propagate the aleatory uncertainties and method based 
on optimization method is applied for the outer loop to propagate the epistemic 
uncertainties. The optimization objective function is the difference between  
the result of inner loop and the experiment data. Finally, the thermal challenge 
problem is given to validate the reasonableness and effectiveness of the  
proposed method. 

Keywords: simulation, uncertainty propagation, epistemic uncertainty,  
reduction. 

1 Introduction 

Realistic modeling and simulation of complex systems must include the nondetermi-
nistic features of the system and the environment [1]. ‘Nondeterministic’ mean that 
the response of the system is not precisely predictable because of the existence of 
uncertainty in the system or the environment, or human interaction with the system. 
Uncertainty in modeling and simulation can be classified as either (a) aleatory –the 
inherent variation in a quantity that, given sufficient samples of the stochastic process, 
can be characterized via a probability density distribution, or (b) epistemic – uncer-
tainty due to lack of knowledge by the modelers, analysts conducting the analysis, or 
experimentalists involved in validation [2-4]. Epistemic uncertainty can be reduced by 
increasing information and knowledge. Uncertainty influence the accuracy of the 
simulation, and accuracy is the key in simulation credibility assessment and fidelity 
study. Simulation system which does not satisfied the accuracy requirement is incred-
ible. Therefore, using increasing information and knowledge to reduce the epistemic 
uncertainty could improve the accuracy and credibility of the simulation system. 
                                                           
* Corresponding author. 
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When experimental observations are available for uncertainty analysis, Analysts 
would often like to adjust uncertainty model parameters in order to improve the 
agreement between the model predictions and observations; it is the process of reduc-
ing epistemic uncertainty, which is also a part of model calibration process. And un-
certainty associated with model inputs directly implies uncertainty associated with 
model outputs. Thus, the process of epistemic uncertainty reduction is actually an 
opportunity to calibrate the parameters’ epistemic uncertainty by using the simulation 
output which is estimated by the uncertainty propagation. Recently, several methods 
to calibrate the simulation models have been introduced, including Bayesian calibra-
tion, generalized-likelihood-uncertainty-estimation (GLUE) procedure and Kennedy 
and O’Hagan’s method [5]. However, most of the calibration methods did not consid-
er the uncertainties of the model inputs, especially the epistemic uncertainty. Thus, 
calibration method which is dealing with the epistemic uncertainty of model input 
should be considered. 

This paper addresses the uncertainty problem through the example of the Thermal 
Challenge Problem [6-7]. We interpreted the challenge problem to involve two goals. 
The first goal is to develop an uncertainty propagation method which can deal with 
both of the two types of uncertainty. The second goal is to use the propagation me-
thod to reduce the effecting of the epistemic uncertainty. Technical background of the 
uncertainty propagation in modeling and simulation is introduced in Sec.2. An epis-
temic uncertainty reduction method based on two-stage nested sampling uncertainty 
propagation is investigated in Sec.3. Thermal challenge problem is given to validate 
the reasonableness and effectiveness of the proposed method in Sec.4. Finally,  
conclusions are provided in Sec.5. 

2 Technical Background of the Uncertainty Propagation 

Roy and Oberkampf [8] provided a comprehensive framework for treating all sources of 
uncertainty and their effects on the predicted system responses quantities of interest. 
There are three major steps about the uncertainty propagation, include (1) the identifica-
tion of all sources of uncertainty, (2) characterization of model input uncertainties, (3) 
propagation of input uncertainties through the model to obtain uncertainties in the out-
puts. In this section, the background of the three steps will be introduced.  

2.1 Sources of Uncertainty in Modeling and Simulation 

Oberkampf et al. [9] divided the modeling and simulation into six phases: conceptual 
modeling of the physical system, mathematical modeling of the conceptual model, 
discretization and algorithm selection for the mathematical model, computer pro-
gramming of the discrete model, numerical solution of the computer program model, 
and representation of the numerical solution. And general sources of uncertainty, both 
aleatory and epistemic, are identified of each phase. Some researches categorized the 
sources of uncertainty as occurring in model inputs, numerical approximations, and in 
the form of the mathematical model. The computing method of the three types of 
uncertainties can be found in Ref. [8]. In this paper, we are only interested in the 
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model input uncertainties. And the model input uncertainties also can be classified as 
either purely aleatory, purely epistemic, or a mixture of the two. 

2.2 Characterize Uncertainties 

As discussed earlier, the model input uncertainties can be classified as either purely 
aleatory, purely epistemic, or a mixture of the two. For purely aleatory uncertainties, 
the uncertainty is characterized as a precise distribution. For purely epistemic uncer-
tainties, the uncertainty can be characterized by interval, possibility theory, evidence 
theory or probability theory [4]. An imprecise distribution is given to represent an 
uncertainty that is characterized as a mixture of aleatory and epistemic uncertainty. 
This mathematical structure is a distribution where the parameters of the distribution 
are not scalars, but are either distributions themselves or interval-valued quantities. 

2.3 Uncertainties Propagation through the Model 

The use of an analysis approach to estimate the effect of uncertainties on model out-
put is referred to as uncertainty propagation. Uncertainty propagation methods are 
general divided into two categories. The first category is the conventional sample-
based approach such as Monte Carlo Simulation (MCS). The disadvantage of sample-
based approach is computational cost. This is especially the case if long-running 
models are under consideration or probabilities very close to zero or one must be 
estimated. The second category of uncertainty propagation approach is based on sen-
sitivity analysis. Most of these methods only provide the information of mean and 
variance based on approximations. The level of accuracy is not sufficient for applica-
tions in the calibration of the epistemic uncertainties of model input. There is no 
probability or frequency of occurrence associated with it based on how the sample 
was chosen of the epistemic uncertainties propagation. And sampling an aleatory 
uncertainty implies a sample is taken from a random variable and that each sample is 
associated with a probability. As mentioned above, the propagation of the aleatory 
and epistemic uncertainties are segregated. It is a two-stage nested MCS: sampling of 
values of the epistemic variables (outer loop) and nested conditional sampling of val-
ues of the aleatory variables (inner loop). However, the computational model may 
frequently be very complex and expensive to run such a nested MCS, alternative 
sampling techniques such as quasi-Monte Carlo simulations, Latin hypercube sam-
pling, and experiment design method have been proposed to reduce the computer 
cost. Meta-model method as the surrogate model of a complex simulation model was 
proposed for the same reason. 

3 Epistemic Uncertainty Reduction Method 

As mentioned in section 2, the propagation of the aleatory and epistemic uncertainties 
is segregated. And the propagation method is a two-stage nested sample-based  
simulation, the inner loop propagates the aleatory uncertainties and the outer loop 
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propagates the epistemic uncertainties. In this paper, a two-stage nested sample-based 
uncertainty propagation method is introduced for the epistemic model input uncertain-
ty reduction. MCS method for the inner loop is applied to propagation the aleatory 
uncertainties and method based on optimization is applied for the outer loop to propa-
gation the epistemic uncertainties. The objective function is the difference between 
the result of inner loop and the experiment data and the constraint is the epistemic 
uncertainty space of the model input parameters. With the propagation of uncertain-
ties, set values of model input parameters with epistemic uncertainties will be found 
and the epistemic uncertainties will be reduced.  

3.1 MCS Method for the Aleatory Uncertainty Propagation 

The MCS method for the aleatory uncertainty propagation is briefly summarized as 
follows: 

 Generation of sample: Assume that 1 2, , nD D D  is the distributions of the 

aleatory uncertainty, n is the total dimension of aleatory uncertainty space. 

Generate random numbers 1 2 ( )( ) ( )
1 2[ , , , ]nii ii

nx x x x=  , where i is the single index 

ordered by the graded lexicographic method, 1,2,i M=   according to the 
given distributions. 

 Propagation of sample through the model: Propagation of the sample through the 
model to produce the ( ) ( )[ , ( )]i ix y x mapping from model inputs to model outputs. 

This procedure is a DO loop around the model that (i) supplies the sampled input 
to the model, (ii) runs the model, and (iii) stores model outputs for later analysis. 

 Estimate the required solution’s statistics: For example, the solution’s mean can 
be estimated as: 

 ( )

1

1
( ) ( ) ( , )

M
i

y
i

t y t y t x
M

μ
=

=   (1) 

3.2 Optimization Method for the Epistemic Uncertainty Propagation 

The propagation method for epistemic model input uncertainty reduction is an optimi-
zation problem as follows: 

 
min  ( ( ), ( , ))

. .  [ , ] [ , ]
i i i i

a e a

I L R I L R
e e e e e

D y U f U U

s t U U U U U U U U∈ = ∈ =
 (2) 

Where ( ( ), ( , ))a e aD y U f U U  is the objective function of model output and expe-

riment data. eU  is the design vector of epistemic uncertainty with q dimensions. The 

epistemic uncertainty is expressed by the interval IU . aU  is the aleatory uncertainty 

propagated by MCS method. The optimization problem can be solved by most of  
the optimization algorithm. A flowchart for the uncertainty propagation method of 
epistemic uncertainty reduction is shown in figure 1. 



 Two-Stage Nested Optimization-Based Uncertainty Propagation Method 247 

 

( ) ( )( , )i p i q
e af u u

( )( ( ), ( , ))i p
a e aD y U f u U

( )i p
eu

( )i q
au

 

Fig. 1. Flowchart for the uncertainty propagation method of epistemic uncertainty reduction 

4 Application with the Thermal Challenge Problem 

This section presents a thermal challenge problem for the application of this paper. 
The thermal problem involves validating a model for heat conduction in a solid. 
The mathematical model is based on one-dimensional, linear heat conduction in a 
solid slab, with heat flux boundary conditions. Experimental data from a series of 
material characterization, validation, and accreditation experiments related to the 
mathematical model are provided. The objective is to use this problem to calibrate 
the model input parameters with epistemic uncertainty, and compared the results 
with the other methods. 
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4.1 Introduction of the Thermal Challenge Problem 

The mathematical model is of the temperature under heating of a device constructed 

of some material and has the form: 

2 2
2

( / )2 6

2 2 2
1

( / ) 1 1 2 1
( , ) cos

3 2

pk C t
np L

i
n

k C tqL x x x
T x t T e n

k L L LL n

ρ
πρ

π
π

−

=

    = + + − + −    
     

  (3) 

where T is temperature, x is location within the material, t is time since the onset 
of heating, iT is the initial ambient temperature, q is the heat flux, L is the thickness 

of the material, and k , pCρ are properties of the material, k  is the thermal conduc-

tivity and pCρ  is the heat capacity. The regulatory requirement is 

 ( )20 , 1000 , 25 , 3500 / , 1.90 
Pr 900 0.01

ix cm t s T C q W m L cm
ob C T

= = = ° = =
° < <  (4) 

The formulation and numerical details of the thermal challenge problem are given 
in [4] and will not be reiterated here except in briefest outline. The problem consists 
of a mathematical model, three sets of experimental data including material characte-
rization experiment, ensemble validation experiment and accreditation validation  
experiment which differ in size (‘low’, ‘medium’ and ‘high’), and a regulatory re-
quirement. In this paper, only high-level experiments data is applied to validate the 
reasonableness and effectiveness of the proposed method. 

The predicted temperature would be a distribution because, although the values 
of x , t , q , L , and iT  are prescribed for us in the statement of the problem, the 

values of the material properties k and pCρ  are only known by sample data.  

4.2 Material Characterization 

On the use of the material parameters, Liu et al. [10] assumed that all the material 
parameters followed Gaussian distributions, and only applied the thermal conductivity 
data bigger than 500℃; McFarland et al. [11] classified the material parameters ac-
cording to the different temperature; Xiong et al. [12] applied all of the material data 
through statistical analysis; Hills [13] considered the thermal conductivity as linear 
function of temperature. Epistemic uncertainty is not considered in all of these studies 
of material. In this paper, epistemic uncertainty of thermal conductivity and heat ca-
pacity is considered. Scatter plot of thermal conductivity and heat capacity experi-
ment data is shown in Figures 2.  

Uncertainty of thermal conductivity and heat capacity is characterized based on the 
experiment data. Nonlinear regression is applied here to analyze thermal conductivity; 
power function bax  is chosen for the regression equation. We assume both of the 
two parameters contain epistemic uncertainty, and uncertainty space is the 95% con-
fidence interval of them. The Regression curve and confidence interval is shown in 
figure 3.  Heat capacity  is assumed to follow Gaussian distribution, the distribution 



 Two-Stage Nested Optimization-Based Uncertainty Propagation Method 249 

 

is 2( , )p C CC N ρ ρρ μ δ , parameters of this distribution is estimated by using the expe-

rimental data, 95% confidence interval of the mean and va-
riance [ , ]L R

C Cρ ρμ μ , [ , ]L R
C Cρ ρδ δ  is considered as the epistemic space. As describe in this 

paper, thermal conductivity contains epistemic uncertainty, and the heat capacity 
contains both aleatory and  
epistemic uncertainty. 

0 200 400 600 800 1000
0.04

0.05

0.06

0.07

0.08

0.09

k/
(W

/m
°C

)

T/ºC

 

 

0 200 400 600 800 1000
3.0x105

3.5x105

4.0x105

4.5x105

5.0x105

ρC
p/

(J
/m

3 ºC
)

T/ºC

 

 

 

Fig. 2. Scatter plot of thermal conductivity and heat capacity experiment data 

 

Fig. 3. Regression curve and confidence interval of the thermal conductivity 

4.3 Epistemic Uncertainty Reduction 

The uncertainty propagation method presented in section 3 is applied here for the 
epistemic uncertainty reduction. Aleatory uncertainty of thermal conductivity is  
propagated in the inner loop, epistemic uncertainty of thermal conductivity and heat 
capacity is propagated in the outer loop. 
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Difference between ensemble experimental data and aleatory uncertainty propaga-
tion results is used here as the objective function of epistemic uncertainty reduction. 
The objective function is as follow: 

 2 2

1

1
i i

n

T En S
i

RMSE y y
n =

= −  (5) 

Where n  is the experiment number at different heating time t  of the ensemble 
experiment, 

iEny is the output temperature of ensemble experiment at time it , 
iSy  

is the mean of the experiment results at it . 

 
1

1
i j

m

S Sa
j

y y
m =

=   (6) 

Genetic algorithm (GA) is applied in this paper for the optimization algorithm of 
epistemic uncertainty reduction, after the reduction procedure, the epistemic uncer-
tainty of the material parameters is disappeared.  
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Fig. 4. Accreditation experiment data and the uncertainty propagation result 

Accreditation experiment data is applied for the validation of the epistemic uncer-
tainty reduction. Accreditation experiment contents two group of data, in this paper, 
we applied the mean of them. Uncertainty parameters before and after epistemic  
uncertainty reduction are propagated by using MCS method. The accreditation expe-
riment data and the uncertainty propagation result is show as figure 4. In this figure, 
round dot denotes the accreditation data and box plot denotes the statistic characteris-
tics of model outputs. As shown in the figures, uncertainty of the model outputs  
decreased significantly after the reduction. 

4.4 Model Prediction 

Failure probability of the thermal challenge problem is calculated with the material 
parameters before and after the reduction. With the parameters before the reduction, 
the material parameters contents aleatory and epistemic uncertainty, a two-stage 
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nested MCS method is applied here to propagate the uncertainty. With the parameters 
after the reduction, there is only aleatory uncertainty and a one-stage MCS method is 
applied to propagate the uncertainty. The cumulative distribution curve and failure 
curve is shown as figure 5. Detailed comparison results are shown in table 1. 
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Fig. 5. Cumulative distribution and failure curve 

Table 1. Comparison results of the model prediction 

 RMSE 90% CI for (1000)T  ( (1000) 900 )P T C>   

Before reduction 39.43 [725.4, 928.5] 0.106 

After reduction 12.15 [745.7, 879.1] 0.022 

Before epistemic reduction, failure probability that the predicting temperature over 
900℃ is 0.106, after the reduction, the failure probability reduced to 0.022. The mod-
el accuracy has improved significantly after the reduction. 90% confidence interval of 
the predicting output is obviously minished too, the reasonableness and effectiveness 
of the proposed method is validated. 

5 Conclusions 

According to the uncertainty of modeling and simulation, an epistemic uncertainty 
reduction method is proposed. Technical background of the uncertainty propagation 
in modeling and simulation is introduced. Uncertainty propagation procedure is di-
vided into three major steps including (1) the identification of all sources of uncertain-
ty, (2) characterization of model input uncertainties, (3) propagation of input uncer-
tainties through the model to obtain uncertainties in the outputs. A two-stage nested 
sampling uncertainty propagation method is investigated for the reduction of epistem-
ic uncertainty. With this reduction method, the accuracy and credibility of the simula-
tion system will be improved. 
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The selection of objective function for the optimization algorithm is directly influ-
ences the optimization result. In this paper, RMSE between model output and experi-
ment data is selected as the objective function. However, the simulation output and 
the experiment may not one correspondence. How to choose the objective function at 
this situation is the focus of future research. Genetic algorithm is applied in this paper 
for the optimization algorithm, genetic algorithm optimized the epistemic uncertainty 
interval to a point, but in the real situation someone may want to get a smaller interval 
of the epistemic uncertainty, in this situation, interval optimization algorithm should 
be applied in this proposed method.  
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Intelligent Identification Methods  
for Rotor Resistance Parameter of Induction Motor Drive 
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Abstract. This paper presents two intelligent identification approaches for rotor 
resistance of an indirect vector controlled induction motor drive.  First ap-
proach is based on fuzzy logic control (FLC) able to compensate for variations 
and errors, FLC scheme was employed to overcome the lack of a precise ma-
thematical model of the process. In the second approach is based on artificial  
neural networks (ANNs), the error between the rotor flux linkages based on a 
neural network model and a voltage model is back propagated to adjust the 
weights of the neural network model for the rotor resistance estimation. The 
performances of the two intelligent approaches are investigated and compared 
in simulation. 

Keywords: fuzzy logic, neural networks, indirect vector control, induction  
motor, rotor resistance. 

1 Introduction  

Field-oriented control has been used widely to obtain improved control performance 
of induction motor drives [1]-[2]. In general, field-oriented control can be classified 
into direct and indirect field orientation [3], the main difference being that direct 
field-oriented control is accomplished with the help of measurement or estimation of 
flux linkages to obtain the flux angle while indirect field-oriented control is accom-
plished by utilization of the feed-forward slip command and feedback velocity signal 
to obtain the decoupling angle [4]. However, the transient performance of both field 
orientations is determined primarily by the accuracy of the motor parameters used in 
field orientation. To achieve high-performance field-oriented control of induction 
motors requires knowledge of the motor parameter sensitivities [2]-[3]. 

The rotor resistance is an important parameter which is involved in rotor flux esti-
mation and the control law to compensate for the nonlinearity of system [5]-[6]. 
However, this parameter varies with machine temperature. In addition it was demon-
strated that a poor estimate of this parameter affects the regulation (pursuit of flux 
trajectory and rotor speed) and even it can introduce oscillations [6]-[7]. This difficul-
ty has been the main source of our motivation for this research; in which one propose 
two intelligent approaches based on fuzzy logic and artificial neural networks to  
identify the rotor resistance. Several authors have contributed to estimating rotor  
resistance [5]-[6]-[7]-[8]-[9]-[10]-[11]. 
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Fuzzy logic as many of the linguistic terms used by human involve degree of fuz-
ziness and relative significance, it is desirable to address the impact of fuzziness on 
the solutions made by experts for complex problems. In 1965, fuzzy logic theory was 
developed by Zadeh [12]-[13], to deal with uncertainties that are not statistical in 
nature. The concept of fuzzy sets theory differs from that of the conventional crisp 
sets mainly in the degree by which an object belong to a set. In crisp sets, objects are 
either included or excluded from a set [14]. In fuzzy set, on the other hand, objects are 
described in such a way so as to allow gradual transition from being a member of a set 
to non member. Each object contains a degree of membership ranging from zero to 
one, where zero indicates non membership while one indicates full membership [14], 
[15].  

An artificial neural network (ANN) is essentially a way to learn the relationship 
between a set of input data and the corresponding output data. That is, it can memor-
ize data, generalize this information when given new input data, and adjust when the 
relationship changes [16]. The training is normally done with input-output examples. 
After training, ANNs have the capability of generalization. That is, given previously 
unseen input data, they can interpolate from the previous training data. They were 
inspired by models of neural cell structure in organic brains [17]. They became popu-
lar in the research community when architectures were found to enable the learning of 
nonlinear functions and patterns [16]. 

This paper is organized as follows: The principle of indirect field oriented control 
of induction motor drive is presented in the second part, section three presents an 
fuzzy logic rotor resistance estimator, neural networks rotor resistance in the four 
part, and the five parts is devoted to illustrate the simulation performance of this con-
trol strategy, a conclusion and reference list at the end. 

2 Indirect Field Oriented Control 

In field orientation concept of induction motor, the goal is to obtain an electromagnet-
ic torque proportional to the quadrature component of stator current isq (at constant 
flux) and can control the flux by acting on the direct component of this current isd [2]. 
This can be accomplished by choosing ωe to be the instantaneous speed of ψr and 
locking the phase of the reference system such that the rotor flux is entirely in the  
d-axis (flux axis), resulting in the mathematical constraint: 

 ; 0.r rd rqψ ψ ψ= =  (1) 

The Fig. 1 illustrates the principle of indirect method using phase diagram. At any 
instant, d electrical axis is in angular position θe relative to α axis. The angle θe is the 
result of the sum of both rotor angular and slip angular positions, as follows: 

 .
( )

e r sl

e r sl r slt t t t

θ θ θ
ω ω ω ω ω
= +

 = + = +
 (2) 
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Fig. 1. Vector diagram for indirect field oriented control 

The rotor dynamics are given by the following equations: 
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The rotor flux magnitude is related to the direct axis stator current by a first-order 
differential equation; thus, it can be controlled by controlling the direct axis stator 
current. Under steady-state operation rotor flux is constant, so Eq. (3) becomes: 

 .r m sdL iψ =  (7) 

Indirect vector control can be implemented using the following equations: 
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3 Fuzzy Rotor Resistance Estimator 

The input variables of the estimator should wear explicitly or implicitly information 
related to the change in resistance. We find that the torque could be the candidate. We 
can estimate the actual torque from the stator flux. This method is simple but it is not 
recommended for low-speed operation since in this region it is very difficult to esti-
mate exactly the stator flux. 

We will use a function Φ, which is a modification of the function used in Eq. (3): 

 
1

( ).qrdr
qs ds

e

dd
i i

dt dt

ψψ
ω

Φ = −  (12) 

As the resistance variation with temperature is very slow, we can estimate in steady 
state. We can demonstrate that steady state; the function Φ can be calculated as fol-
lows: 

 ˆ .ds dr ds dr esti i Fψ ψΦ = − = − =  (13) 

where ˆdrψ  is the estimated flux of the d-axis. 

The actual value of the function Φ is calculated: 

 2 21
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 (14) 

In Eq. (14) the function Φ is calculated from stator voltage and current. The rotor 
voltage will be available to our estimation algorithm.  
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Fig. 2. Structure of the fuzzy rotor resistance estimator 
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Fig. 2 shows the configuration of rotor resistance estimation. The functions Φest 
and Φact it’s first calculated. The error between Φest and Φact and its derivation are the 
inputs of the estimator e, they are then calculated as follows: 

 ( ) ( ) ( ).est actE k k kΦ = Φ −Φ  (15) 

 ( ) ( ) ( 1).CE k E k E kΦ Φ Φ= − −  (16) 

The internal structure of the estimator involves three steps: fuzzification, inference 
and defuzzification. The signals eΦ(k) and ceΦ(k) are normalized and deducted the 
signals EΦ(k) and CEΦ(k) by multiplying by the factor keΦ and kceΦ. 

The estimated value of the resistance increment is obtained by multiplying the es-
timator output cR(k) by the gain kcR. Resistance is finally integration increment: 

 ( ) ( 1) . ( ).r r cR RR k R k k c k= − +  (17) 

Note that the initial value of the resistance Rr is its nominal value. 
This resistance is estimated to be used in indirect vector control algorithm to en-

sure optimal performance. 
The rules table contains 49 rules (7 x 7) as shown in Table 1.  

Table 1. Fuzzy linguistic rule table 

CR 
eΦ 

NB NM NS Z PS PM PB 

ceΦ 

NB NB NB NB NB NM NS Z 

NM NB NB NB NM NS Z PS 

NS NB NB NM NS Z PS PM 

AZ NB NM NS Z PS PM PB 

PS NM NS Z PS PM PB PB 

PM NS Z PS PM PB PB PB 

PB Z PS PM PB PB PB PB 

 
The fuzzy sets are characterized by standard designations: NB (negative big), NM 

(negative medium), NS (negative small), Z (zero), PS (positive small), PM (positive 
medium), and PB (positive big). 

As the time constant of the resistance variation as a function of temperature is 
much greater than the electric time constant of the motor, we can estimate the  
resistance in steady state, where there is no load variation or change control  
signal. This ensures that signal variations EΦ(k) and CEΦ(k) are caused by Rr  
variation only. 
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4 Neural Rotor Resistance Estimator 

In Model Reference Adaptive System (MRAS) or Model Reference Adaptive Control 
(MRAC), there is a reference model, an adjustable model, and an adaptation mechanism. 

Reference model: 
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Adjustable model 
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In neural rotor resistance estimator technique (Fig. 3), there is a reference model that 
provides the desired output, and a neural network model has two layers based on back 
propagation technique which provides for the estimated output, both outputs are com-
pared and the total error between the desired state variable and estimated is then back- 
propagated to adjust the weight (rotor speed) of the neural model [9], [10]. 
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Fig. 3. Structure of the neural rotor resistance estimator 

The Adjustable model Eq. (20), after discretization is written as follows: 
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Eq. (20) can also be written as: 

 1 1 2 2 3 3ˆ ( )r k w A w A w Aψ = + +  (21) 
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The Eq. (21) can be represented as a neural model (Fig. 4) with two layers where w1, 

w2, w3 represent the weights of the networks 1
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 are the three inputs to the network. The 

rotor speed signals were involved in weight w2. 

ˆ ( )r kψ ( )r kψ

ε
 

Fig. 4. Two layered neural network model 

The total square error on the output layer can be calculated as: 

 ( )221 1
ˆ( ) ( ) ( )

2 2 r rE k k kε ψ ψ= = −  (22) 

Variable weight wi can be given as follows: 

 ( )ˆ ( )
ˆ ˆ( ) ( ) ( 1)

ˆ ( )
tr

i i r r r
i r i

E E k
w A k k I k

w k w

ψ ρ ψ ψ ψ
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∂ ∂ ∂Δ = − = − = = − −
∂ ∂ ∂
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either 

 )()1()( kwkwkw iii Δ+−= η  (25) 

with 

 ( ) ( 1)i i iw k A w kηρ αΔ = − + Δ −  (26) 
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where α determines the effect of past weight changes and η is the training coefficient. 
The weights are adjusted so as to minimize a square error energy function and the 
new weight wi is given by: 

 )1()1()( −Δ+−−== kwAkwkw iiii αηρ  (27) 

The rotor resistance Rr can be found from either w1 or w3 using Eq. (28) or (29): 

 3r
r

m s

L w
R

L t
=  (28) 

 1(1 )r
r
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L w
R
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−=  (29) 

 

(a) 

 
(a’) 

Fig. 5. Fuzzy rotor resistance estimator compared to neural rotor resistance estimator. (a) rotor 
speed estimation error; (a’) rotor resistance estimation; (b) rotor speed; (c) electromagnetic 
torque. 
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(b) 

 

(c) 

Fig. 5. (Continued.) 

Simulation works are carried out to evaluate the performance of the new proposed 
technique. The simulations are performed using the MATLAB/Simulink simulation 
package. The parameters and data of the induction motor used for simulation proce-
dure are listed as follows: 

Pn = 3kW, Vn = 230V, Rs = 2.89Ω, Rr = 2.39Ω, Ls = 0.225H, Lr = 0.220H, Lm = 
0.214H, J = 0.2kg·m2,    np = 2. 

Figs. 5(a) and 5(a’) presents the estimation and error estimation results of fuzzy ro-
tor resistance estimator compared to neural rotor resistance estimator. 

The rotor resistance is changed abruptly during steady state operation of the drive. 
Its value is increased from the nominal value of 2.39Ω to 3.585Ω at 0.2sec, and then 
decreased to 2.987Ω at 0.4sec, and then decreased to its nominal value at 0.6sec. 
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This figure shows a good operation of the estimator does not depend, again, the ini-
tial value of Rr chosen in the algorithm. This is very important since in reality we do 
not know the exact value of resistance when the estimation algorithm starts. The con-
vergence of this method is thus confirmed. In reality, the actual rotor resistance varies 
much more slowly, this means that the estimated rotor resistance can better monitor 
the actual rotor resistance.  

Fig. 5(b) shows the rotor speed variations, the real speeds show a steady state dis-
turbance error before rotor resistance estimation process begins. A short time after 
estimation process, the disturbance is reduced to zero. The electromagnetic torque is 
showing in Fig. 5(c), well as the decoupling between the flux and torque is verified. 

As can be seen from the comparison, the dynamic response of neural rotor  
resistance estimator is much better than the fuzzy rotor resistance estimator. 

5 Conclusion 

The expected results of this research were primarily to improve the performance of 
drives addressed by conventional methods of indirect rotor flux orientation. This im-
provement should be achieved by developing a new blueprint indirect more robust 
with respect to the parameter variation. The basic idea of this command structure is 
the online correction of rotor resistance variation to maintain the decoupling control-
ler in perfect agreement with the actual conditions of motor operation. Considering 
the results of the simulation, the proposed neural rotor resistance estimator has better 
dynamic performance than the fuzzy rotor resistance estimator presented in the litera-
ture. The simulation results show the effectiveness of this estimator. The optimal 
control vector is then obtained and the torque/current is kept at the maximum value 
corresponding to a given load torque. 
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Optimal Design of the Jumping Robot  
Based on Velocity Directional Manipulability  

and Dynamic Directional Manipulability 

Qi Yang 
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Abstract. Taking velocity directional measure and dynamic directional measure 
as the jumping performance evaluation indexes, the improvement of jumping 
performance of the jumping robot is pursued in the point view of mechanism 
design. On the basis of the jumping robot mechanism model, the kinematic and 
dynamic equations in take-off phase are established, and the velocity mapping 
relationship from the joint space to the centroid movement space and the acce-
leration mapping relationship from the joint driving torque space to the centroid 
acceleration space are obtained. In order to improve the robot's jumping  
performance, velocity directional measure and dynamic directional measure 
combining with the optimal algorithm are used to optimize the mechanism pa-
rameters of the jumping robot. Through the calculation of example, the optimal 
results show that the study on the mechanism parameters optimal design of the 
jumping robot is feasible by introducing the theory of velocity directional 
measure and dynamic directional measure. 

Keywords: optimal design, jumping robot, mechanism parameters, velocity  
directional manipulability, dynamic directional manipulability. 

1 Introduction 

Jumping is an important motion style for many creatures, such as crickets, frogs, and 
kangaroos. It has clear advantages in terms of the terrain adaptability [1]. For a robot 
with jumping gait, its motion range can be greatly extended. Jumping robots have good 
application prospect because these can cross uneven terrains, jump over obstacles and 
ditches efficiently [2-3]. These properties make them suitable for operations in the 
inhuman environment and dangerous applications, such as space exploration, arc-
haeology survey, military reconnaissance, geological prospecting, emergency rescue 
and disaster relief [4]. Such prospect has inspired robotic scientists and engineers to 
investigate and develop jumping robots by mimicking biological jumping principles of 
different creatures [5]. 

Reasonable mechanism design is the fundament to realize the jumping robot. To a 
new robot model, how to choose mechanism design parameters can make the motion 
performance better, proposes higher requirements to robot design. But it hasn’t formed 
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systemic evaluation indexes for the robot’s jumping performance yet. The robot ma-
nipulability which represents the global transformation capability of motion and forces 
has been widely used in the aspects from robot kinematic and dynamic control to robot 
configuration optimization and other aspects in the study of the manipulator [3-8]. But 
the research on the mechanism parameters design which influence the manipulator 
motion performance is relatively little, not to mention the robot’s jumping perfor-
mance. 

In this paper, the jumping robot in the ground phase, including take-off and landing, 
is reasonably simplified and then can be considered as a manipulator; its kinematic and 
dynamic equations in the take-off phase are established; taking velocity directional 
manipulability and dynamic directional manipulability as the indexes which evaluate 
the jumping performance in terms of mechanism inherent characteristics, its mechan-
ism parameters are optimized by applying the indexes, so that the robot’s jumping 
performance in the task orientation has been improved. 

2 Mechanism Model of the Jumping Robot 

A whole jumping process includes take-off phase, flight phase and landing phase. We 
focus on the robot’s jumping performance in the take-off phase here. The jumping 
robot studied here is shown in Fig. 1, which is a kind of leg-like jumping robot. It is 
made of aluminum alloy material and comprised of 4 joints driven by DC servo motors 
and 4 links with timing belt transmission. Fig. 2 shows the simplified mechanism 
model of the jumping robot in the take-off phase. 

 

Fig. 1. The jumping robot 
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Fig. 2. The mechanism model of the jumping robot in take-off phase 
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3 Velocity Transmission Capability of the Jumping Robot 

3.1 Velocity Manipulability 

The robot’s velocity manipulability refers to the velocity transmission characteristics 
along the specified direction under the current configuration state. Under the robot's 
current position and orientation, if the system with lower joint velocity can make the 
end-effector obtain larger movement rate along the specified direction, it is considered 
that the robot’s velocity manipulability along this direction is good; if the end-effector 
can’t move or moves with low velocity, it is considered poor [7]. 

Assuming the robot’s end-effector velocity to 1mR ×∈x , joint velocity to 1nR ×∈θ , 

Jacobian matrix to ( ) m nR ×∈J θ  in the operation space, for robot with redundant DOF 

m n< , the robot’s kinematic equation is 

 ( )= x J θ θ  (1) 

The unit sphere in the joint space nR  described as 

 1T = θ θ  (2) 

is mapped to an ellipsoid in the operation space described as 

 1( ( ) ( )) 1T T − = x J θ J θ x  (3) 

Eq. (3) is the generalized velocity ellipsoid. When the assumption which the joint 
velocity in the space nR  is a unit sphere is untenable, the joint velocity need to be 
normalized [9]. 

The velocity manipulability w  is defined to be 

 det( ( ) ( ))Tw = J θ J θ  (4) 

According to Eq. (3), the robot’s end-effector velocity in mR  forms an ellipsoid with 
volume { }/ 2 / [( / 2) 1]m m wπ Γ +  , where ( )Γ   is the gamma function. It can be seen that 

w  is proportional to the volume of the velocity ellipsoid. 
The velocity manipulability has evaluated the robot’s flexibility and measured the 

robot’s overall manipulability. Taking w  as the kinematic optimization object is to 
pursue the isotropic movement, is essentially to pursue the largest velocity ellipsoid 
volume, or the lengths from the ellipsoid center to every point on the ellipsoid surface 
as long as possible. Such a same movement requirement in the non-task and task di-
rection not only wastes part of the optimization capability, and is potential to weaken 
the movement ability in the task direction [7].  
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3.2 Velocity Directional Manipulability 

The velocity of robot’s end-effector in the operation space is a vector, but the velocity 
manipulability only describes the manipulability of the numeric value, its direction is 
determined by the task. The robot’s end-effector velocity can be described by 

 B=x p  (5) 

Where, B  is a scalar, represents the velocity magnitude; 
1

1 2[cos ,cos , , cos ]T m
m Rα α α ×= ∈p  represents the movement direction, 

1 2, , , mα α α  are the angle between the velocity and the axes positive direction re-

spectively. The physical meaning of B  is the distance from the ellipsoid center to the 
ellipsoid surface along direction p . It reflects the robot’s transmission efficiency 

between the joint velocity and the end-effector velocity along direction p . 

Since x  is a point on the velocity ellipsoid, substituting Eq. (5) into Eq. (3) can 
obtain 

 1( ) ( ( ) ( )) ( ) 1T TB B− =p J θ J θ p  (6) 

From the above equation, we can obtain 

 1 1/2[ ( ( ) ( )) ]T TB − −= p J θ J θ p  (7) 

B  is defined as the robot’s velocity manipulability in direction p , that is velocity 

directional manipulability (VDM). VDM defined above is to measure the velocity 
transmission capability in the operation space from the point view of the inherent 
nature of the system. 

3.3 Velocity Directional Manipulability of the Jumping Robot 

VDM is used to measure the system’s velocity transmission capability from the joint 
space to the operation space of the end-effector. For the jumping robot, the conversion 
relationship between the joint space and the centroid movement space is established, 
and VDM is used to measure its velocity transmission capability. 

The jumping robot’s kinematic model was shown in Fig.2, which describes the 
mechanism movement using the D-H method, with the fixed coordinate system 

0 0 0o x y z−  setting at the point on the ground where the robot’s lower leg contacts. The 

link lengths of the robot’s each part are 1 2 3 4, , ,l l l l  respectively; the mass distributions 

(the ratio of the distance between the centroid and the lower joint to the link length) are 

1 2 3 4, , ,a a a a  respectively, the masses of each link are 1 2 3 4, , ,m m m m  respectively. The 

radius vector from the robot’s centroid to the origin of the coordinate system is set as 

 [ , ]T
c c cx y=r  (8) 
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The radius vectors of each link’s centroid are 

 [ , ] ( 1,2,3,4)T
ci ci cix y i= =r  (9) 

Then the radius vector components of the robot’s centroid can be expressed as 

 

4 4

1 1

4 4

1 1
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i i

c ci i ci i
i i
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γ

= =
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 (10) 

Where, 
4

1
i

i

m m
=

= is the total mass of the four links, / ( 1,2,3,4)i im m iγ = =  are the 

ratios of each link mass to the whole mass. 
Differentiating Eq. (10) with time can obtain the centroid velocity 

 c = r Jθ  (11) 

Where, 2 1[ , ]T
c c cx y R ×= ∈  r  is the velocity vector of the robot centroid; 

4 1
1 2 3 4[ , , , ]T Rθ θ θ θ ×= ∈    θ  is the velocity vector of the generalized joint velocity; 
2 4R ×∈J  is the Jacobian matrix of the centroid velocity. 

According to Eq. (11), the Jacobian matrix here expresses the mapping relationship 
between the joint space and the centroid velocity space. Substituting Eq. (11) into Eq. 
(7) can obtain the velocity manipulability B  of the jumping robot in direction p . 

4 Acceleration Transmission Capability of the Jumping Robot 

4.1 Dynamic Manipulability Measure 

The dynamics equation in closed form of robot in joint space is generally described by 

 ( ) ( ) ( )+ h , + g = M θ θ θ θ θ τ  (12) 

Where, 2 2/d dt=θ θ  ; ( ) n nR ×∈M θ  is the positive definite symmetric inertia matrix; 

( , ) nRθ θ ∈h  is the centrifugal and Coriolis force vector; ( ) nR∈g θ  is the gravity 

vector; τ  is the joint driving torque vector. 
Differentiating Eq. (1) with time can obtain 

 ( , )r= + v Jθ a θ θ  (13) 

Where, ( , )r = a θ θ Jθ  . New vectors nR∈τ  and mR∈v  are defined as 
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 ( , ) ( )= − −τ τ h θ θ g θ  (14) 

 ( , )r= −  v v a θ θ  (15) 

Substituting Eq. (14), Eq. (15) into Eq. (12) and Eq. (13) respectively, after arrange-
ment, we can obtain 

 1−= v JM τ  (16) 

A scale value dw  given by 

 1det( ( ) )T T
dw −= J M M J  (17) 

is defined to be the dynamic manipulability measure. Its basic idea is to quantify the 
degree of the acceleration change under certain joint driving torque constrains  
according to Eq. (16), so it can be taken as a measure of robot manipulability.  

According to Eq. (16), a joint driving torque sphere 1T = τ τ  in joint space is 
mapped to an acceleration ellipsoid in the operation space described by 

 ( ) ( ) 1T T+ + =  v MJ MJ v  (18) 

Where, +J  is the pseudo inverse of J . If the joint driving torques dissatisfies the 

condition 1≤τ  or other assumptions, each variable should be normalized [9]. 

In consideration of the robot dynamics, the dynamic manipulability measure  
provides a good way to analyze, design and control robot. 

4.2 Dynamic Directional Manipulability of the Jumping Robot 

The dynamic manipulability measures the dynamic properties of the robot system in  
its entirety. It describes the numerical size of the dynamic manipulability for each 
direction of the robot in the operate space. This measure has considered the robot’s 
comprehensive performance with all the possible movement. 

But the jumping trajectory was pre-planned for the jumping robot researched in this 
paper. Therefore, it is necessary to measure the dynamic performance in the task di-
rection of the movement for the robot. Then the dynamic manipulability measure is 
extended here by introducing the directional manipulability with reference to VDM, 
and the dynamic performance on the task direction during movement of the jumping 
robot is measured by the dynamic directional manipulability.  

As shown in Fig. 2, the jumping robot mechanism can be considered as a robot 
manipulator in the take-off phase. Its centroid acceleration in the operation space is a 
vector which can be expressed as a scalar and a vector product format, noted as 

 c A=v d  (19) 
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Where, A is a scalar, denotes the size of the acceleration; 2
1 2[cos ,cos ]T Rϕ ϕ= ∈d  is 

the acceleration direction of the robot centroid; 1 2,ϕ ϕ  are the angles between the 

acceleration direction and the positive direction of ,x y  axis respectively. A  

represents the distance from the center of the dynamic manipulability ellipsoid to the  
ellipsoid surface along direction d  as shown in Fig. 3. It reflects the transmission 
efficiency between the joint driving torque and the robot centroid acceleration in the 
task direction. And it is a measurement index to measure the robot dynamic perfor-
mance in the task direction. 

A

d

 

Fig. 3. The schematic diagram of the dynamic directional manipulability 

Because that v  is a point on the dynamic manipulability ellipsoid, substituting Eq. 

(19) into Eq. (18) ( = v v , when = 0θ ) can obtain 

 ( ) ( ) ( )( ) 1T TA A+ + =d MJ MJ d  (20) 

From Eq. (20), A can be expressed by 

 1/2[ ( ) ( ) ]T TA + + −= d MJ MJ d  (21) 

which is defined to be the dynamic directional manipulability (DDM) of the jumping 
robot along direction d  of the acceleration vector c

v  in the operate space. It can be 

explained as the size measurement of the reachable acceleration in the given task 
orientation in the operation space, under certain constraints on the joint driving torque. 

A is the function of joint generalized coordinates and mechanism parameters of the 
jumping robot, it depends entirely on the inherent property of the robot itself. Thus 
from the viewpoint of the robot system’s inherent property, DDM measures the acce-
leration transmission capability of the jumping robot in the task direction in operation 
space. 

5 Mechanism Parameters Optimal Design of the Jumping Robot 
Based on VDM ＆ DDM 

The jumping robot does a free parabolic movement during the flight phase of the 
jumping process, so the jump height and length depends on the size and orientation of 
the centroid velocity at the take-off time. After the task direction of the jump is de-
termined, when the velocity manipulability becomes maximum, the robot’s velocity 
transmission characteristics is best, namely the larger movement rate along the task 
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direction can be obtained. Therefore, VDM can be used as an evaluation index to 
measure the jumping performance and to seek the mechanism parameters to optimize 
the jumping performance, namely to jump higher and farther under given jumping 
posture and direction. 

In the process of take-off, the better the joint torque transmission of the jumping 
robot performance is, the larger ground reaction force impulse can be obtained [5], thus 
the better the robot jumping performance can be reached. Eq. (6) shows that under 
certain driving torque constraints, the joint torque transmission performance can be 
converted to the degree of the acceleration change through the mapping relation. Ac-
cording to the pre-planned jumping trajectory, the centroid acceleration of the jumping 
robot achieves maximum during the initial time of the movement, which implies that 
joint motors should provide considerable torques. Then from the viewpoint of DDM, 
the mechanism parameters optimization aims to maximize the centroid acceleration 
under the initial posture and the constraints and motion conditions to improve the robot 
jumping performance, by adjusting the mechanism parameters to change the mapping 
relation between the joint driving torque and the centroid acceleration under the joint 
driving torque constraints in the pre-planned trajectory. 

In this paper, with comprehensive consideration of the kinematics and dynamics of 
the jumping robot, VDM and DDM are taken together as the jumping performance 
evaluation indexes to expect to better improve the jumping robot’s performance. 

5.1 Mechanism Parameters Optimal Model 

The jumping trajectory is set to be the process from the initial posture 0θ  at 0t  time to 

the take-off posture (instantaneous before take-off) 
tθ  at t  time. According to the 

simplified model of the jumping robot as shown in Fig. 2, the mechanism parameters 
optimization of the jumping robot based on VDM & DDM can be expressed as: 
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Where, 1,2,3,i = ; 1ω  and 2ω  represent DDM and VDM index weights respectively; 

minim and maxim are the minimum and maximum mass of link i  respectively; the con-

straint 
4

1
i

i

m m
=

=  represents that the total mass of four links is invariant; 0 0,c x c ya a  

are components of the centroid acceleration along the axis direction x  and y  respec-

tively at the initial time, and the constraint 0 0 1/ tanc y c xa a ϕ=  represents that the 

pre-planned centroid acceleration direction is satisfied; the constraint 

2 1 1/ ( ) tant t α= J θ J θ  represents that the pre-planned centroid velocity direction is satis-

fied; cta  is the robot centroid acceleration at the instantaneous time before take-off from 

the ground, and [0, ]T
cta g= −  is the condition to take-off from the ground. 

5.2 Calculation and Analysis of Example 

From the pre-planned jumping trajectory, the known conditions under the take-off 
initial posture at 0t  time are as below. 

Jonit angle: 0 [165 , 150 ,150 , 150 ]T= − −   θ  ; 

Joint angular acceleration: 2
0 [ 168.64,109.15, 95,116.65] rad/sT= − −θ  ; 

Centroid acceleration direction： [cos 63 ,cos 27 ]T=  d  . 
And the known conditions under the posture before take-off from the ground at t  

time are as below. 
Jonit angle: [130 , 117 ,129 , 119 ]T

t = − −   θ  ; 

Joint angular acceleration: 2[33.84, 23.6,23.57, 22.44] rad/sT
t = − −θ  ; 

Centroid velocity direction: [cos59 ,cos31 ]T=  p  . 
The mechanism parameter constrains are as below. 
Mass constrains: 2.85kgm = , 1min 0.35kgm = , 1max 0.55kgm = , 

2 min 3min 0.5kgm m= = , 2max 3max 0.7kgm m= = , 4min 1.1kgm = , 4max 1.3kgm =  ;  

Link length constrains: 0.7125ml = , 1min 0.0625ml = , 1max 0.1625ml = , 

2 min 3min 0.1ml l= = , 2 max 3max 0.2ml l= = , 4 min 0.25ml = , 4 max 0.35ml =  . 

Substituting the known conditions into Eq. (22), 1 0.02ω =  and 2 0.98ω =  are 

chosen by taking the relative importance and dimensions of DDM and VDM into 
account. Using Matlab to programme and invoking the optimization toolbox to solve 
the problem, the optimal results are obtained as shown in Table 1; motion parameters as 
shown in Table 2. Where, ctv  is the centroid velocity at the instantaneous time 

jumping off the ground, and 0ca  is the centroid acceleration at the take-off initial 

moment.  
Fig. 4 to Fig. 9 show the posture change, the centroid velocity change and the cen-

troid acceleration change during take-off phase of the jumping robot under the initial 
mechanism parameters and optimization mechanism parameters respectively. For clear 
expression of the posture, only 6 postures are selected evenly during the movement. 
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Table 1. Mechanism parameters optimal results based on VDM ＆ DDM 

 1a  2a  3a  4a  1 / kgm  2 / kgm  

Initial design 0.5 0.5 0.5 0.5 0.45 0.6 

Optimal design 0.002 0.003 0.998 0.552 0.516 0.529 

 3 / kgm  4 / kgm  1 / ml  2 / ml  3 / ml  4 / ml  

Initial design 0.6 1.2 0.1125 0.15 0.15 0.3 

Optimal design 0.699 1.1 0.134 0.188 0.2 0.295 
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Fig. 4. Posture change under the initial mechanism parameters 
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Fig. 5. Centroid velocity change under the initial mechanism parameters 
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Fig. 6. Centroid acceleration change under the initial mechanism parameters 
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Fig. 7. Posture change under the optimization mechanism parameters 
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Fig. 8. Centroid velocity change under the optimization mechanism parameters 

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
-10

-5

0

5

10

15

20

25

30

t(s)

a c(m
/s

2 )

 

 

acx

acy

 

Fig. 9. Centroid acceleration change under the optimization mechanism parameters 

Table 2. Motion comparison of the initial design and the optimal design 

 ctv (m/s) 0ca (m/s2) 

Initial design 1.46 22.36 
Optimal design 1.72 30.19 

Table 2 shows that the optimal results obtained by taking VDM ＆ DDM as the 
optimization object are significantly better than the initial design. The centroid velocity 
is faster than the initial design by 17.8%, and the centroid acceleration increases 35% 
under the optimal design. It demonstrates that the mechanism parameters optimal 
design based on VDM ＆ DDM comprehensively improves the velocity transmission 
capability and the dynamic manipulability of the jumping robot. 
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6 Conclusions 

In this paper, the jumping robot is taken as the research object, the mechanism model is 
simplified; the kinematic and dynamic indexes of the jumping robot at the take-off 
phase are established; the mechanism parameters are optimized by using DDM＆VDM 
indexes. Through the calculation and analysis of the example, the following conclu-
sions can be drawn: 

1. VDM is adopted to measure the velocity transmission performance in the task di-
rection through establishing the mapping relationship from the joint space to the 
centroid motion space. 

2. By establishing the transmission relationship between the joint driving torque and 
the centroid acceleration, DDM is proposed to measure the acceleration transmis-
sion performance in the task direction. 

3. Taking VDM ＆ DDM as objective, the jumping robot mechanism parameters are 
optimized by simulation, thus the mechanism inherent property can be fully utilized 
and the robot jumping performance is improved. 

4. The application of the velocity manipulability and the dynamic manipulability 
theory is extended in this paper. Two evaluation indexes are presented to measure 
the performance of the jumping robot, which provide a certain reference value to the 
design and performance analysis of the jumping robot. 
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Dynamic Torque Control Incorporating Tracking 
Differentiator for Motor-Driven Load Simulator 
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Abstract. Widely used in the static/dynamic stiffness test of aircraft actuation 
systems, Motor-driven load simulator (MDLS) simulates the aerodynamic load 
and exerts the load on actuation system. MDLS endures position coupling  
disturbance from active motion of actuation system, and this inherent distur-
bance is called extra torque. However, to eliminate the influence of extra torque 
is the key issue regarding to the MDLS controller design, as the extra torque 
may degrade the performance of MDLS seriously. A compound torque control 
algorithm based on tracking differentiator (TD) is proposed for MDLS in this 
paper. This algorithm reflects the essential characteristics of MDLS and guaran-
tees transient tracking performance as well as final tracking accuracy. In detail, 
firstly, the mathematical models of MDLS are derived, and the influence of the 
extra torque is also studied. Tracking differential filter is then utilized to identi-
fy the actuator’s velocity, acceleration and jerk, which can compensate the extra 
torque. Finally, based on the structural invariability theory, a compound con-
troller is developed, which consists of forward path corrector, feed-forward 
controller and differential tracking filter. Simulation and experiment compara-
tive results are obtained to verify the high-performance nature of the proposed 
control strategy; the tracking accuracy and bandwidth are greatly improved. 

Keywords: flight simulation, electric load simulator, tracking differentiator, 
compound control. 

1 Introduction 

Motor-driven load simulator (MDLS) is a widely used hardware-in-the-loop-
simulation (HILS) assembly in flight control system development, which could simu-
late the air load executed on aircraft actuation systems [1]. Applying MDLS to verify 
the control performance of aircraft actuation systems is gradually becoming a basic 
flow in the development of aircraft actuation systems. 

In order to simulate aerodynamic load, MDLS is usually connected to the actuation 
system directly with rigid shaft coupling. It is obvious that MDLS inevitably endures 
strong position coupling disturbance from active rotary motion of actuation system 
[3]. This disturbance is called extra torque, and it is an inherent disturbance which 
may even be bigger than the desired torque output sometimes. There are plenty  
of literatures available which focus on designing appropriate mechanical structure  
or compensation controller to eliminate extra torque. The basic idea of mechanical 
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structure optimization [4] is to decouple torque servo and position tracking by intro-
ducing a synchronizing motor between the system base and loading motor. The stator 
of synchronizing motor is connected to system base and the rotator is connected to 
loading motor [5]. In this system, the stator of loading motor is applied to function as 
position tracking, while the rotator is used to realize torque tracking. However, the 
disadvantage of this structure is that it complicates the system and also increases the 
cost. For compensation controller, constant structure control and velocity synchroni-
zation are widely used in application of load simulator. Constant structure control was 
designed by Liu [6], whose idea was feed-forward actuator velocity to eliminate extra 
torque. Since this method depends on velocity measurement, phase delay influence is 
inevitable. Velocity synchronizing compensation was presented in Jiao, et al.’s 
book/paper in Ref. [7], which foreknows the actuator motion by collecting its servo 
command signal and compensated extra torque in advance. Feed-forward and com-
pensation were introduced to eliminate extra torque in electro-hydraulic load simula-
tor. Plummer [8] presented a valve cross-compensation design approach to improve 
force tracing accuracy, also based on velocity synchronizing control essentially. The 
aforementioned methods can improve the tracking performance and/or the robustness 
of MDLS with motion disturbance; however, they ignore the extra torque caused by 
the acceleration and jerk of the actuator. Thus, these methods could hardly meet the 
demand of the testing requirement, particularly when the smart-compact aircraft  
actuator moves at high frequency. Inexact loading will lead to the degradation of the 
testing confidence level. 

Besides, there are many robustness improvement methods considering actuator 
movement as disturbance. Nam and Hong [2] proposed a robust force control system 
using quantitative feedback theory designed for loading system to enhance the robust-
ness of force control system. Chantranuwathana and Peng [9] presented a modular 
adaptive robust control technique to improve the force control performance of vehicle 
active suspensions. To tackle with parametric uncertainties in MDLS, quantitative 
feedback theory (QFT) method [10], self-tuning proportional-integral-derivative 
(PID) control [12] and neural-net-work-based methods [13-14] are widely employed. 
Combined with a fuzzy PID controller, a self-tuning grey predictor was proposed by 
Truong and Ahn [11] to improve the robustness of force control of hydraulic load 
simulator. However, one disadvantage of this method is that the time consuming is 
relatively high. 

MDLS has a number of characteristics which complicate the development of high-
performance closed-loop controllers, including the extra torque, actuator friction and 
uncertainties. Therefore, the mathematical model of MDLS is firstly derived in this 
paper. Base on the system model, the sources causing of the extra torque is also  
discussed. With the use of actuator’s velocity, acceleration and jerk, the idea of feed-
forward compensation is employed to eliminate the extra torque. A differential track-
ing filter is introduced to identify the actuator’s velocity, acceleration and jerk. A 
compound torque controller is then constructed to guarantee the tracking bandwidth 
as well as final tracking accuracy of the MDLS. 
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2 Dynamic Models and Problem Formulation 

The function of MDLS is to simulate aerodynamic load of aircraft rudder for ground 
testing. In hardware-in-the-loop-simulation process, the actuation system is controlled 
by onboard flight control computer while the relevant aerodynamic loading torque is 
calculated by simulation computer according to the height, speed and posture of  
aircraft. MDLS is designed to exert this loading torque to actuation system.  

Generally, in order to simulate aerodynamic load as shown in Fig. 1, in which the 
left side is the actuation system (i.e., position servo system) and the right side is load-
ing system (i.e., torque servo system), MDLS is connected to actuation system direct-
ly. It is obvious that MDLS and actuation system are two mutually coupling systems. 
For actuation system, this position servo system is required to follow desired angle 
trajectory in the presence of external disturbances, therefore loading torque can be 
treated as external disturbance acting on the position closed-loop system. On the other 
hand, torque servo system needs to exert desired loading torque on actuation system 
when actuator operates. Moreover, active motion of actuator can be considered as an 
external disturbance to the torque closed-loop system. To make the torque output 
track any specified torque trajectory as accurately as possible is regarded as good 
MDLS design. In this designed system, the torque feedback (torque sensor) and rud-
der motion position (angle encoder) are available. 

 

Fig. 1. Architecture of motor-driven load simulator 

2.1 Dynamic Models of MDLS 

For MDLS, the torque motor can be treated as inductance, resistance of string at-
tached, as shown in fig 2. 

 

Fig. 2. Simplified model of torque motor 
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The voltage balance equation is 

 aV emf

di
L iR V

dt
= + +  (1) 

where i, R, L is the current, resistance, inductance of the armature respectively, Va is 
the voltage of the motor windings, and Vemf is the back EMF, given by 

 emf e e mV C n Kφ θ= =   (2) 

where Ke is the electro-motive-force (EMF) constant, and mθ is the motor rotation 

speed. Meanwhile, the output torque of motor is  

 T mT C i K iφ= =  (3) 

where Km is the torque constant, and the torque balance equation of motor can be 
given by 

 m m m m m fT K i J B Tθ θ= = + +   (4) 

where Jm is total inertia of motor rotator and artificial load, Bm is combined coefficient 
of damping and viscous friction on the load, Tf is loading torque. 

In addition, torque sensor is a key component which connects actuation system and 
load simulator. Since its inertia is very small, it can be considered as an elastic model: 
 ( )f m r cT Gθ θ= −  (5) 

where rθ  is the rudder position, Gc is total stiffness coefficient of torque sensor. 

From Eq.(1)-(5), the open-loop transfer function of MDLS can be given by 

 
[ ( ) ]

( )
c m a r

f

G K V N s
T

D s

θ− ⋅
=


 (6) 

where the coefficients are 

 3 2( ) ( ) ( )m m m m c e m cD s J L s J R B L s B R LG K K s G R= ⋅ + + ⋅ + + + ⋅ +  (7) 

 2( ) ( ) ( )m m m m e mN s J L s J R B L s B R K K= ⋅ + + ⋅ + +  (8) 

Eq.(6) points that the open-loop transfer function of MDLS consist of two basic com-
ponents, including the forward path transfer function / ( )c mG K D s⋅ ,and the extra 

torque transfer function ( ) / ( )cG sN s D s⋅ . It is indicated that the torque load that 

MDLS exerts on the rudder is not only the function of the voltage which drive the 
torque motor, but also the function of the velocity, acceleration and jerk of the rudder. 

2.2 Analysis of the Extra Torque  

From Eq.(8) , it is known that the extra load is produced by the velocity, acceleration 
and jerk of the rudder. In order to analyze the influence of these parameters to the 
extra torque, three variable are defined in this paper, given by 

Velocity disturbance:  

 
( )

( )
( )

c m e m r
v

G B R K K
d s

D s

θ⋅ +
=


 (9) 

Acceleration disturbance: 
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( )

( )
( )

c m m r
a

G J R B L
d s

D s

θ⋅ +
=


 (10) 

Jerk disturbance: 

 ( )
( )

c m r
aa

G J L
d s

D s

θ
=


 (11) 

Using these three variables, each extra torque component can be calculated. It is obli-
vious that extra torque is a function of the movement frequency of the rudder, thus a 
simulation block can be designed to analyze these three extra torque components, as 
shown in fig .3.  

 

Fig. 3. Extra torque analysis block diagram 

In fig 3, four channels represent the total extra torque, extra torque caused by Ve-
locity, extra torque caused by acceleration and extra torque caused by jerk respective-
ly. Table 1 shows the torque motor parameters and MDLS parameters that used in the 
simulation.  

Table 1. MDLS parameters 

Parameters Value Parameters Value 

3/ ( )mJ kg m−⋅  0.12  / ( / )mB N m s rad⋅ ⋅  0.232  

/ ( )mL H  35.0 10−×  / ( )tK N m A⋅ ⋅  7.835  

/ ( )mR Ω  4.23  / ( / )mK V s rad⋅  8.556  

/ ( / )o
cG N m⋅  100    

 
The simulation is completed in Matlab, the movement angle of the rudder is set to 

1 degree and the movement frequency is set to 10Hz, 20Hz. the simulation results are 
shown in fig.4. 
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       (a) Total extra torque(10Hz)             (b) Extra torque caused by velocity(10Hz) 

           
(c) Extra torque caused by acceleration(10Hz)        (d) Extra torque caused by jerk(10Hz) 

           
     (a) Total extra torque (20Hz)              (b) Extra torque caused by velocity (20Hz) 

           
 (c) Extra torque caused by acceleration (20Hz)       (d) Extra torque caused by jerk (20Hz) 

Fig. 4. Extra torque simulation results 

As shown in fig.4, the extra torque has following features: 

1. Three extra torque components have different phases, and may counteract each other. 
2. The extra torque caused by velocity of the rudder is the main component of the  

total extra torque. 
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3. With the increasing movement frequency, the extra torque caused by the accelera-
tion and jerk increases obliviously, and in order to realize high track performance, 
these three extra torque component must be compensate. 

3 Compensator and Compound Controller Design 

Considering a MDLS in the form of Eq. (6), the desired load torque is given as: 

 c l rT Gθ=  (12) 

where Gl is the load grad. The objective is to design a controller, which can eliminate 
the extra torque and output torque as closely as possible to the command torque. 

3.1 Extra Torque Compensator Based on Tracking Differentiator (TD) 

The standard form of Tracking Differentiator is given by 
  

 
1 2

2 2
2 1( , )

2

v v

v v
v r sat v v

r
δ

=



= − × − +




 (13) 

where  

 
( ),

( , )
/ ,

sign x x
sat x

x x

δ
δ

δ δ
 ≥= 

≤
 (14) 

In Eq.(13),Variable 1( )v t  will track the input signal ( )v t  as fast as possible under 

the limit of acceleration r , 2 ( )v t is the differential of 1( )v t , and can also be treated 

as the differential of ( )v t .  

The Tracking Differentiator is actually some kind of signal process method, which 
can track the differential signal of the input signal with little phase lag, and make the 
transient process smoother. The ability of extracting differential signals can be used to 
obtain an ideal transient process and improve stability of the system. 

The final discrete expression of the Tracking Differentiator is shown below: 

 { 1 1 2

2 2 1 2

( 1) ( ) ( )
( 1) ( ) ( ( ) ( ), ( ), , )v

v k v k hr k
v k v k r sat v k v k v k hδ

+ = +
+ = + −  (15) 

where vh  is the step length, vr is the tracking gain, 1v is the output of tracking, 2v is 

the output of tracking differential; vh can be selected as control cycle, and vr should 
be designed appropriately to ensure the rapidity and stability of the track. 

In order to design the compensator to eliminate the extra torque, the velocity, acce-
leration and jerk signal of the rudder must be obtained. But in the MDLS, only the 
rudder position can be measured. According to the theory above, a series tracking 
differentiator can be used to get these signals, as shown in fig 5. 
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Fig. 5. Series Tracking Differentiator block diagram 

In fig.5, ( )C t is the input position signal of the rudder, Tracking Differentiator 1 

will output the velocity signal 2 ( )C t , meanwhile 2 ( )C t  is the input signal of Track-

ing Differentiator 2, and the acceleration signal will be output, Tracking Differentiator 
3 input the acceleration signal and output the jerk signal. With these three signals and 
appropriate gain coefficients, an extra torque compensator is completed. The Tracking 
Differentiator’s tracking outputs and differential signals generalized by sine wave 
signal input are illustrated by the fig 6. 

 

Fig. 6. The comparison of Tracking Differentiator’s output and actual signal 

3.2 Compound Controller Design 

Based on the structural invariability theory, the MDLS controller is composed by 
three parts: extra torque compensator, command torque feed-forward and PID control-
ler. Illustrated by fig 7: 

As shown in fig 7, the TD compensator is used to eliminate the extra torque caused 
by the movement of the rudder, which is described is section 3.1.  is the com-

mand torque, and is induced to the controller directly, so the system rapidity can be 
improved. The PID controller part is used to eliminate the error between the com-
mand torque and the actual torque. It should note that another tracking differentiator  
 

( )v t
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Fig. 7. MDLS compound controller block diagram 

is set in the actual torque feedback loop, this tracking differentiator has the actual 
torque as the input signal, and also outputs two signals: actual torque and its differen-
tial signal. The differential signal is induced into the compound controller to realize 
the differential front PID controller, with its help, the stability of the system can and 
the feed-forward gain of the controller be improved, resulting in the improvement of 
the tracking performance. And the final control law is given as 

 2 1 2

0

t

p d i cmd cmd vff r aff r jff ru k e k e k e dt k v k v k a k j= − + + + + +  (16) 

where e2 is the torque error, e1 is the differential signal of torque error, vcmd is the 
torque command, vr, ar and jr are the velocity ,acceleration and jerk signals of the 
rudder generated by TD respectively. 

4 Application Example 

The proposed compound controller is implemented on a MDLS. The goal is to illu-
strate the effectiveness of the controller, coping with extra torque and also achieving 
desire torque tracking in a practical MDLS. Then comparative experimental results 
are carried out as follows. 

4.1 Experiment Setup 

As shown in Fig. 8, a direct drive rotary torque motor IDAM-RI13 by IDAM is used 
as drive component in this MDLS system and is driven by a Metronix digital servo 
amplifier ARS 2310. A torque sensor AKC-17B with measurement range of 300 Nm 
is used to measure the loading torque. A Heidenhain rotary encoder ECN125, with 
Heidenhain PC counter card IK220, is used to measure the rotary displacement of 
rudder. A 16 bit AD card PCI-9114 by AdLink is used to sample torque signal and a 
16 bit DA card PCI-6208 to send out control voltage. The original designed real-time 
control program is based on RTX real-time operating system and the servo control 
cycle is 0.5ms. VisualStudio is applied to build the UI program. 
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Fig. 8. Experimental setup of MDLS 

According to MDLS parameters in Table 1 and control performance of practical 
experiment, the compound controller parameters are chosen, as shown in table 2: 

Table 1. Controller parameters in MDLS 

Parameters Value
Kp 0.3 
Ki 0.07 
Kd 0.02 

Ktff(command feed-forward coefficient) 0.12 
Kvff(velocity feed-forward coefficient) 0.02 

Kaff(accelerationfeed-forward coefficient) 0.016 
Kjff(jerk feed-forward coefficient) 0.012 

hv(compensator filter time constant) 0.008 
rv(tracking gain) 0.09 

 
In the following text, two typical experiments for MDLS are carried out. 

4.2 Eliminating Extra Torque Experiment 

As the ability to eliminate extra torque is a key issue for MDLS, the measurement of 
the exact extra torque is then very important. An aviation rudder is used in this expe-
riment and its shaft is connected to MDLS by a coupling. Assume MDLS desired  
loading torque Tcmd=0 and the actuator operates with the desired sinusoidal angle 
command, then the measured torque output is extra torque. 

With the help of the angle encoder, the actual rudder angle signal is easy to obtain. 
The angle signal is input into the TD compensator, then the estimated actuator veloci-
ty, acceleration and jerk can be obtained. Set the desired angle trajectory of rudder 
system as 1.0sin(157.08 )r tθ = , which represents the rudder moves at 25Hz. Firstly, 

MDLS operates with only velocity feed-forward, then the TD compensator algo-
rithms, which are mentioned in Section 3.1, is used to eliminate extra torque, respec-
tively. The comparison between two control strategies is shown in Fig. 9. 
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    (a) Extra torque using velocity feedforward           (b) Extra torque using TD 

Fig. 9. Extra torque comparison in experiment of eliminating extra torque 

According to the final tracking error, velocity feed-forward control can only elimi-
nate about 87% of extra torque while TD compensator can eliminate about 98%. 
Clearly seen, TD compensator has a better performance in eliminating the extra tor-
que in MDLS. 

4.3 Gradient Loading Experiment 

Gradient loading is the most common use of MDLS, in which loading torque com-
mand is proportional to the rudder actual angle. For example, the desired command of 
rudder is 1.0sin(157.08 )r tθ = , and the torque gradient coefficient is gl=10N.m/rad, 

thus the desired loading torque can be calculated by the formula c l rT G θ= ⋅ , as 

shown in Fig 10, and torque tracking errors are shown in Fig 11. 
 

 

Fig. 10. Torque command and torque outputs 
at 25Hz 

Fig. 11. Tracking errors 

 
The experimental results indicate that the compound controller proposed in this 

paper is very effective in gradient loading testing for rudder, and the controller can 
achieve perfect tracking performance for MDLS under coupling disturbance from 
rudder. 
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5 Conclusion 

In this paper, instead of many previous linear controls for load simulator, a compound 
torque control has been proposed based on a nonlinear TD compensator in which the 
velocity, acceleration and jerk of the rudder can be obtained. These three rudder pa-
rameters are taken into account by the proposed controller to eliminate the extra tor-
que. Uncertain nonlinearities such as un-modeled friction forces, external disturbance 
and ignored high-frequency dynamics are effectively handled via certain robust feed-
back and compound controller. The controller achieves a good transient  
performance and grantees final tracking accuracy for the output tracking. Extensive 
simulation and experiment results are obtained for an MDLS test rig to verify the 
high-performance nature of the proposed controller.  
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Abstract. Noise generation during decompressing hydrogen in fuel cell ve-
hicles is an issue requiring technological solution. This paper studies noise  
reducing effect and the flow characteristic of radial slits installed in a pressure 
reducing valve. Simulation is carried out to estimate the pressure–flow charac-
teristic of the radial slit as a noise reducing mean. The simulation indicates a 
decrease of Reynolds number in the downstream-side of the radial slits struc-
ture, which causes noise reduction. Moreover, we proposed installing radial slits 
to the downstream of a conventional valve. Noise reduction by this new design 
was verified with a series of experiments. As a result, the valve with radial  
slits has a noise reduction effect of about 12.1 dB (A) compared with the  
conventional valve. 

Keywords: Radial Slits, Hydrogen Gas, Pressure Regulator, CFD. 

1  Introduction 

Currently, around 80% of the energy consumed globally is generated from fossil fu-
els. Developing countries such as China and India are predicted to have large increas-
es in their demand for energy. Because of a shortage of fossil fuels is predicted in the 
near future, hydrogen is expected to be an important new energy source. In Japan, 
NEDO basic technology development program for safe hydrogen utilization was 
launched in 2003 for research on the earlier hydrogen stations and fuel cell vehicles 
[1]. Vehicle manufacturers released a joint statement and promised commercial sup-
plies of these vehicles, with larger cruising distances than current electrical vehicles 
by 2015 [2]. 

Fuel cell vehicles charge their tanks with hydrogen, that is pressurized up to 35 
MPa. For generating electrical power and propulsion, the hydrogen is depressurized to 
less than 1 MPa and reacted with oxygen in the air. A loud noise is also generated 
when hydrogen is depressurized. Fuel cell vehicles have no combustion engines, 
which are loud; therefore, the loud noise of hydrogen depressurization is uncomforta-
ble for drivers. As a result, there is a need for quieter pressure regulators. 
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Several theoretical and experimental analyses have been conducted on the genera-
tion of aerodynamic noises [3-4]. Those studies focused on methods for noise  
containment such as designing optimal forms of valve plugs and bases, wrapping  
the pipes with sound-deadening materials, or using cellular metals to absorb sonic 
energy [5-9]. 

Because of these factors, the authors proposed a radial flow structure with radial 
slits between parallel circular plates [10]. Radial slits are valves composed of two 
circular parallel plates that are proximately coupled (compared to their radiuses); the 
air flows radially between the plates. By letting a compressible fluid pass through thin 
channels, a viscosity resistance is applied, which minimizes turbulence and shock-
waves and accordingly reduces noise. We analyzed the flow and noise-generation 
characteristics of thin radial slits with a width of 50 μm, as the depressurizing struc-
ture, and confirmed that the slits, can reduce noise by more than 35 dB compared to 
orifices [11-12]. We also proved that radial flow channels have a 6 dB noise-
reduction effect compared to parallel channels. 

In this paper, we analyze the flow field within the radial slits by simulation, and 
find out the relationship between their physical and flow characteristics. Additionally, 
we develop a low-noise pressure regulator for high pressure hydrogen by applying a 
radial slit structure. We then perform experiments to compare the noise generated by 
the low noise regulator with that generated by a conventional regulator. 

2 Design of Radial Slits Valve 

2.1 Conventional Regulator 

Figure 1 shows a conventional regulator and the same regulator with a radial slits 
(RSV) downstream. The conventional valve in Fig. 1(a), is usable up to 35 MPa(G), 
and has a downstream pressure range of 0.01-1.0 MPa, with the maximum flow rate 
being 500 L/min. The valve is made from stainless steel (SUS316L) because hydro-
gen embrittlement is less likely to occur, and the steel is more resistant to corrosion 
than are other metals such as iron. The length of the conventional valve is 101 mm, 
and its width is 53 mm. The maximum displacement of the piston is 0.5 mm. The 
valve base is designed as right-angle-shaped, as shown in the enlarged view of Fig. 
1(a). The air flows from the inlet on the right part to the outlet on the left through the 
valve base. The flow is controlled by adjustment spring, which is compressed by  
the preset pressure and in turn is adjusted by a screw placed in the upper part of the 
regulator. 

The valve in Fig. 1(b) has radial slits placed downstream of the conventional  
regulator.  
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(a)Conventional Type   (b) Radial Slit Type 

Fig. 1. Structure of Valves 

2.2 Radial Slit Structure 

Figure 2 and Figure 3 show the structure of the radial slits installed in the regulator. 
The slits are composed of two parts. The lower half of Part 1 is threaded and is  
designed to be coupled with Part 2. The outer part of Part 2 is also threaded and is 
designed for attaching the radial slit unit to the regulator. Very shallow radial trenches 
are cut in Part 2, which from slits when Part 2 is coupled with Part 1. Hydrogen flows 
through the radial slits as shown by the arrows in the left side of Fig. 2. 

2.3 Simulation 

The slit volume for CFD analysis is shown in Fig. 4. The inner diameter of slit is 4 
mm, the outer diameter is 8 mm, the angle is 30°, and the thickness of the gap is 0.1 
mm. Although radial slits with thicknesses of 0.2, 0.3, and 0.4 mm were also studied 
experimentally, only the 0.1 mm gap slit was analyzed, because it had the largest 
pressure drop. 
 

 

Fig. 2. Cross Section and Side View of Radial Slits Structure 
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Fig. 3. Photos of Radial Slits Structure 

ANSYS FLUENT software was used for this analysis. The flow was modeled as a 
three dimensional stationary compressible flow, and the k-epsilon model was used for 
turbulent flow. The explicit difference method was used to consider the generation of 
shock waves. Because only one of the six slits shown in Fig. 3 was analyzed, the 
boundary conditions were set as one-sixth of the flow rates of 100, 200, 300, 400, and 
500 L/min at the inlet, and as a pressure of 0.6 MPa(G) at the outlet. 

 

                                              [mm] 

Fig. 4. Volume for CFD Analysis 

The pressure-flow characteristics of the radial slits are shown in Fig. 5. Even if the 
flow rate is 500 L/min, the difference between the upstream and downstream pres-
sures is as little as around 0.2 MPa(G). This proves that most of the regulator function 
is from the upstream valve, and that radial slits have little effect on the pressure-flow 
characteristics of the valve. 

The pressure and flow velocity distributions from the case where the flow rate was 
set to 400 L/min (nor), are shown in Figs. 6 and 7, respectively. The pressure and 
velocity of the center line are shown in Figs. 8 and 9 respectively. The velocity is 
reduced within the flow, and is speculated to be influenced by viscous friction. As a 
result, the turbulence is reduced, and the noise is suppressed. 
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Fig. 5. PQ Characteristics 

 
 

 

 

 

 

 

 

 

 

 

Fig. 6. Pressure Distribution [400L/min(nor)] 

 

Fig. 7. Velocity Distribution[400L/min(nor)] 
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Fig. 8. Pressure of The Center Line 

 

Fig. 9. Velocity of The Center Line 

 

Fig. 10. Velocity Distribution [400L/min(nor)] 

[m/s] 
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The flow velocity in the height direction is shown in Fig. 10. And the Reynolds 
number about 400 L/min (nor) is shown in Fig. 11. On the inlet boundary, the Rey-
nolds number is around 9,400 and on the outlet boundary, it is around 5,000. This 
proves that the turbulence effect is reduced in the radial slits. In addition, the decrease 
in Reynolds number shows that the noise is decreasing as a result of the radial slit. 

 

 

Fig. 11. The Reynolds Number [400L/min(nor)] 

3 Experimental Study 

3.1 Experimental Rig 

For the experiments in this study, it was assumed that the pressure regulators were 
actually used in a fuel cell vehicle. Therefore, it was necessary to use high-pressure 
hydrogen [about 35 MPa (G)]. Therefore, experiments were conducted using the facil-
ities of the Hydrogen Energy Test and Research Center (HyTReC) in Fukuoka [13]. 

Figure 12 shows a circuit diagram of the experiment. The test valve is installed in 
an explosion resistant cover. In addition, so as not to measure the outside noise, we 
covered the test valve with a sound absorbing wall; this allowed us to measure only 
the noise of the test valve. 

For ease in switching between experiments with various valves, six valves were 
built in to the system: the conventional pressure reducing valve, four Radial slits 
valves, and one spare. Figure 13 shows the position of the test valves. The interval 
between the test valves is set at 100 mm, with the distance corrected after measuring, 
and the sound pressure level is defined as the average noise level of the two micro-
phones. The noise measurement was carried out by the each type of the Radial slits 
valve shown in Table1. 
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Fig. 12. Experimental Setup for The Valve Test 

 
 
 

 

Fig. 13. Positions of The Valve 

 

Micro Phone 

Type 
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Table 1. Type of Radial Slits Valve 

Type h [mm] Ain [mm2] 
RSV - 1 
RSV - 2 
RSV - 3 
RSV - 4 

0.1 
0.2 
0.3 
0.4 

1.28 
2.57 
3.85 
5.14 

3.2 Noise Level Results 

Figure 14 shows the noise results for each valve at 300 L / min (nor). The results indi-
cate that noise is reduced with each of the four RSVs, as compared with the conven-
tional type valve alone. Further, the noise reduction increases as the height of the slit 
gap decreases. It is thought that viscous resistance increases as the gap size decreases, 
reducing the air turbulence and shock waves that are the cause of the noise. As a re-
sult, when the slit gap was smallest h = 0.1 mm, the RSV was confirmed to have a 
silencing effect of 12.1 dB (A). 
 

 

Fig. 14. Sound Pressure Level 

4 Conclusions 

In this study, we developed a low noise pressure reducing valve for high pressure 
hydrogen, by adding radial slits structure to the downstream side of a conventional 
valve. Because the radial slits have a very narrow gap, we expect a low noise effect. 

As described in this paper, we used FLUENT to simulate the flow in a radial slit, 
and obtained the following results. 
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1. The pressure loss in the radial slit unit is very small relative to that across  
the whole pressure reducing valve; therefore, radial slits have little effect on the 
pressure-flow characteristics of the valve. 

2. Reynolds number decreased in the radial slit structure, which means that the tur-
bulence effect was reduced at the outlet of the slit. In addition, we conducted a 
noise experiment on four radial slit valves (RSV) with different gap sizes. The re-
sults of the experiment showed that the most effective RSV had a sound reduction 
effect of about 12.1 dB(A) compared with the conventional type valve. 
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Abstract. Assembly quality control is a vital problem in large gas turbine man-
ufacturing. Assembly quality may not meet the requirements though each man-
ufactured part’s precision is within its range. The paper discusses the assembly 
quality analysis and control in large gas turbine manufacturing. An intelligent 
assembly quality control solution using symbiotic simulation is proposed, 
which combines ON-line Simulation Module (ONSM) with OFF-line Simula-
tion Module (OFFSM). Its mechanisms and partial techniques are discussed. In 
the end, a measurement simulation of a corporation’s gas turbine using Virtual 
Assembly Supported System (VASS) is realized, which verifies the mechanisms 
of the solution. 

Keywords: assembly quality control, symbiotic simulation, assembly process, 
tolerance analysis, point cloud, virtual training. 

1 Introduction 

Large gas turbine needs complex assembly technology in product development. The 
quality of assembly process has a particularly vital effect on large gas turbine’s per-
formance, efficiency, safety and service life. For example, the parts’ deformation by 
gravity during assembly process cannot be ignored. The dimension control, assembly 
process optimization are key factors that affect large gas turbine’s parameters during 
assembly process. Now related enterprises have proposed strict operating procedures 
for assembly process of large gas turbine. But the assembly process still costs much 
and brings challenges for assembly process operators. Therefore, necessary measures 
should be taken to optimize the assembly process, and technical training should be 
enhanced to improve assembly operators’ skills. 

Researches on assembly quality control can be divided into two kinds of efforts: 
one is traditional method, i.e., strict lifecycle quality management on product design, 
manufacturing, testing, repairing, etc.; another is innovation method, i.e., new tech-
nology such as simulation as a tool to analyze and supervise assembly procedures and 
to train operators. And some of the researches focus on large gas turbine manufactur-
ing. Aguilar, et al. [1] analyze the error sources and influences on the dimensional 
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quality control of the whole production of car body. As a result, they describe an op-
timization procedure for the system by experimental and simulation tests. Asha, et al. 
[2] propose a non-dominated sorting genetic algorithm (NSGA), which can find the 
best combination to get the minimum clearance variation in selective assembly. Su, et 
al.[3] deal with operator error problem systematically in the copier assembly. They 
propose two defect-rate prediction models, called Hinckley model and Shibata model, 
which are helpful to the improvement of assembly quality. Zhang [4] carries out finite 
element model calculation and simulates the rotor’s deformation statically and dy-
namically. Deformation control technologies are proposed in casings assembly, rotor 
lifting and rotor alignment processes, etc.  

Apart from the traditional methods, researchers also propose new simulation me-
thods or even new simulation paradigm. Wu, et al.[5] build the assembly parallel 
control system (APCS) for aerospace complex precision mechanical systems, which 
can ensure the dynamic characteristics of the target system. Huang, et al.[6] develop a 
generic, agent-based, symbiotic simulation system architecture and mechanisms to 
support dynamic coupling between the simulation and physical system. And they 
conduct pilot case studies of the simulation framework. The symbiotic simulation 
focuses on the close relationship between simulation system and physical system [7], 
and it is suitable for analyzing large, complex, and uncertain systems. There are some 
concepts which are relevant to symbiotic simulation, such as on-line simulation, real-
time simulation, hardware-in-loop simulation and Dynamic Data Driven Application 
Systems [8] (DDDAS, proposed by NSF). The symbiotic simulation emphasizes the 
relationship between the physical system and the simulation system [7], while the on-
line simulation doesn’t emphasize it and its adaptive ability is not strong enough. The 
hardware-in-loop simulation is different from on-line simulation because the simula-
tion models in the computer usually don’t correspond to the hardware, and the hard-
ware is just a part in the loop. The DDDAS is an advanced simulation concept for 
complex systems and the symbiotic simulation is compatible with it. In large mechan-
ical equipment industry such as large gas turbine, techniques only using a single type 
of simulation are usually not enough for assembly quality control. This is because 
factors effecting assembly quality are various and complex: some of them can be 
considered by assembly process planning during off-line simulation but the others can 
hardly be predicted. 

This paper focuses on assembly quality control using symbiotic simulation, 
which combines ON-line Simulation Module (ONSM) with OFF-line Simulation 
Module (OFFSM). The complementary features of ONSM and OFFSM are united 
so that assembly quality can be controlled more effectively and efficiently. In Sec-
tion 2, the architecture of the solution will be introduced. The techniques used in 
OFFSM or ONSM will be different or expandable in this architecture, and some of 
them will be discussed in Section 3. In Section 4, we will introduce a case study 
that reflects the mechanisms of symbiotic simulation. Finally, we summarize the 
paper in Section 5. 
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2 Solution of Assembly Quality Control 

2.1 Classification of Large Gas Turbine Quality Problems 

Factors that influence assembly quality are various, complex and sometimes unpre-
dictable. Generally speaking, they can be classified into four categories: products, 
 

 

Fig. 1. Factors influencing assembly quality 

assembly resources, assembly process and operators. Usually factors of different 
types are not separated from each other completely, they are coupling and interlaced. 
Typical influencing factors are listed in Fig.1and described below: 

1) Parts factors. Tolerance chain may not meet the requirement even though each  
part is within its range. For example, the so called “reassembly problem” means that 
operators often have to reassemble parts after adjustment if the dimensions or other 
parameters cannot meet the requirement. Besides, in consideration of the physics 
attributes of large gas turbine, improper clamping force, fixture or other assembly 
process may lead to deformation of parts. So, finite element analysis should be used 
as a necessary step to calculate the deformation or vibration of parts. 
2) Assembly resources factors. Assembly resources consist of assembly fixture, tools 
and assembly environments. Fixtures & tools’ quality and accuracy may cause technical 
errors in assembly processing. The environment factors cannot be neglected too, for 
instance, the gravity may cause parts deformation since the parts are large and heavy. 
3) Operators factors. It is a serious test for assembly operators since large gas turbine 
has strict requirement for assembly quality. Human engineering factors including fati-
gue factor and human errors should be considered for assembly process and training.  
4) Assembly process factors. Assembly process planning consists of assembly  
sequences, assembly paths, grasping & clamping methods, mating & coordinating 
methods, etc. Optimizations that enhance accuracy and simplify procedures should be 
done for them. 
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2.2 Architecture of the Solution 

Based on the considerations above, this paper introduces a solution to assist assembly 
quality control as shown in Fig.2. This solution for assembly quality control combines 
ONSM and OFFSM, and reflects the conceptions of symbiotic simulation. Assembly 
Quality Symbiotic Control System (AQPCS) can be built using this architecture, 
which will optimize assembly process and operators may not need trial assembly any 
more.  

 

Fig. 2. The symbiotic simulation solution for assembly quality control 

The architecture of the solution can be divided into four layers as followings:  

1. The bottom layer is the input layer, which provides 3D models, standard fixtures & 
tools, process cards and measurement data for the system.  

2. The second layer from the bottom is engine & database support layer. The engines 
provide support for virtual environment, such as physical attributes and haptic 
feedbacks. With the help of databases, assembly process analysis and planning can 
be much smarter and need fewer human-computer interactions.  

3. The basic structure of this solution is in the second layer, combining ONSM with 
OFFSM. The basic function of OFFSM is assembly process analysis and planning, 
while guidance and supervision of real-time assembly process are the main func-
tions of ONSM. The model process module reconstructs and optimizes 3D models 

…

…
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for OFFSM. Finite element analysis module can do deformation and vibration 
analysis of the gas turbine. On-site data processing module acquires point cloud 
data and outputs them to ONSM after processing.  

4. The top layer is the output layer, which is connected with the user interface.  
Trainees and operators can get simulation documents from OFFSM and necessary 
information from ONSM. 

Based on the basic introduction of the architecture, it is clear that this solution is 
not simply a combination of on-line simulation or off-line simulation, but it can be 
viewed as a solution using extended symbiotic simulation. The basic symbiotic simu-
lation mainly improves the on-line simulation but it doesn’t emphasize the effect of 
off-line simulation (sometimes we can call it traditional simulation). But for large and 
complex systems, both simulations are necessary and they can cooperate with each 
other. Thus the assembly process can be well controlled. On the whole, there are four 
main mechanisms of the solution that can be described as followings: 

1. Cooperative mechanism. OFFSM can do assembly process analysis and planning, 
and ONSM provides guidance and warnings for assembly operations. These simu-
lation modules are not binding modules in this system but they cooperate with each 
other. On the one hand, OFFSM is the preview and reference of ONSM. The prob-
lems that may happen in actual assembly process can be predicted in OFFSM (by 
assembly process planning). And the OFFSM will provide necessary data for 
ONSM such as assembly sequences, assembly paths. On the other hand, ONSM is 
the test and feedback of OFFSM. New problems such as human errors or technical 
errors may be found during ONSM. If the assembly process planning from OFFSM 
is proved to be improper in real-time assembly process, operators can verify and 
revise the process planning with the assistance of feedback data. Therefore, assem-
bly quality can be controlled in terms of time, space and process viewed from  
assembly simulation. They promote and cooperate with each other for assembly 
quality control. It is described in Table 1.  

Table 1. Assembly symbiotic simulation from time, space and process 

Simulation module Time Space Process 
On-line simulation Real-time Hardware-in-loop Feedback 
Off-line simulation Prediction Virtual Guidance &Warning 

2. Supervisory mechanism. Evaluation unit, guidance unit and warning unit in ONSM 
interact with each other and follow a certain procedure, which can be called “su-
pervisory mechanism”. Guidance information is provided at specific moments, for 
example, guiding for the next assembly process. Warning information is provided 
in real-time case as illustrated in Fig.3. But from another point of view, if the sys-
tem is too sensitive or rigid, operators may receive many “fake warnings”, which  
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will get operators into trouble. Therefore “real warnings” may be ignored by opera-
tors so that warning unit cannot make any sense. We may use machine learning or 
pattern recognition methods to create a special database to gather necessary  
data and set up new rules to avoid so many “fake warnings”. What’s more, multi-
station network units can provide coordination assistance for operators working at 
different places. 

Evaluation

Pass 
evaluation？

Guidance for 
next procedure

Start

A procedure 
of assembly 

process

Point out 
improper 

points
SuggestionsNo

Have next 
procedure?Yes

End

No

Yes

Supervising for Warnings

 

Fig. 3. On-line supervisory mechanism 

3. Data interchange mechanism. ONSM and OFFSM can exchange necessary data for 
cooperation, including reference data and feedback data. The data streams in this 
solution are in Fig. 4. The left stream is massive measurement data from actual as-
sembly, called “point cloud”, swarming into data process module for data 
processing. Besides, forces values and other parameters that have been measured 
also follow this stream. As the on-site data process and ONSM can hardly integrate 
nowadays, a data interface is needed from measurement process module to ONSM. 
The right stream is the 3D CAD modeling for assembly reconstruction and CAE 
analysis (i.e. deformation). The analysis results and reconstructed models are used 
for assembly process planning. These two data streams can be used separately, but 
interim results (called reference data and feedback data) from ONSM and OFFSM 
can exchange for cooperation. For example, after getting the actual dimensions of 
parts, tolerance analysis unit in ONSM calculates the deviations between actual 
dimensions and reference dimensions. This process can be called “Data Compari-
son”.  What’s more, the feature detection means that the assembly features can be 
recognized from massive point cloud, which is necessary and useful for assembly 
process analysis as well as data comparison.  
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Fig. 4. Data streams in symbiotic simulation 

4. Open and extensible mechanism. Factors influencing assembly quality are various, 
ever-increasing and sometimes unpredictable, so a closed system cannot meet the 
requirement of assembly quality control. This system is open and expandable from 
views of structure, function and data. The first extension is model creating and up-
dating. The system can accept 3D CAD models from popular mechanical softwares 
such as Pro/Engineer, CATIA, UG, and so on. Besides, with the help of ACIS [9] 
or other modeling kernels, operators can create models within the system, which is 
a supplementary method for modeling. After reconstruction, the model will contain 
necessary information such as geometry, topology, physics and tolerance, etc. If 
the information is not included or incorrect, operators can define, edit or delete 
them during the reconstruction process. The second extension is rules creating and 
updating. We will find out proper models to analyze the effects caused by fixtures 
& tools, operators, etc. For example, we create databases for operators’ parameters 
and human errors. The analysis models related can be updated or replaced. The 
third is the analysis and simulation expandability. With the help of data structure of 
databases, we can add necessary units into ONSM or OFFSM for comprehensive 
analysis and simulation.  

3 Partial Key Techniques 

3.1 Tolerance Analysis in Symbiotic Simulation 

Tolerance plays a vital role in complex mechanical equipment such as large gas tur-
bines. For example, there is a micron-scale clearance between rotor blades and outer 
cylinder, which is called “radial gap”. To reduce the leakage for efficiency, the radial 
gap is designed as small as possible. Otherwise, it will lead to low efficiency; while if 
it is too small, the rotor blades and outer cylinder may collide with each other, which 
will not only decrease efficiency but also endanger safety of production; moreover, if 
the clearance is inhomogeneous, a turbulent force will generate and it will cause sha-
kiness of gas turbine, which is also a potential safety hazard. Thus, measurement and 
dimension control are indispensable. 
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Since large gas turbine has complicated structure, most of the dimensions to be 
measured are not easy to get. In this case, we can use the so called technique “point 
cloud” to get the necessary locations or dimensions. Generally speaking, the point 
cloud technique is used for reverse engineering, but its usage is different in symbiotic 
simulation.  

Non-contact devices and tactile devices can be used in large gas turbine [10]. Non-
contact devices can acquire huge data after a short time, and don’t need radius com-
pensation, while the tactile devices have higher precision. In most cases, operators 
only measure the key dimensions or locations. So we can use a non-contact device 
FaroArm [11] as the measurement device. Creating an object space coordinate system 
by FaroArm measurement is intuitive for dimension representation, as Fig. 5 shows. 
Then operators can get point cloud data by measurement.  

 

Fig. 5. Acquiring point cloud data from cylinder 

The point cloud data cannot be used directly because they contain noise, holes, iso-
late and invalid data caused by devices or software systems. Before processing, trans-
formations from object space coordinate system to global coordinate system should be 
made after acquiring point cloud data. After that, typical steps [10] for point cloud 
processing preparation are needed and they are summarized in Table 2. Researchers 
have studied these point cloud handling algorithms for some years. Moving Least 
Squares (MLS) [12] can be used for minimizing the geometric error of the approxima-
tion; Radial Basis Functions (RBFs) [13] can be used to repair incomplete area; we 
can use some of the algorithms based on the successful algorithm ICP [14] for  
registration and integration; Multi-level Partition of Unity (MPU) [15] is designed  
for creating surfaces; Pauly et al. [16] introduce a method that can simplify surface 
representation with lower sampling density. After data processing and simplifying, 
dimensions used by ONSM can be got. 

By point cloud processing and data comparison in ONSM, operators can find out 
whether the tolerances are within its limits. If not, the simulation system can provide 
useful information to revise the assembly process, such as advices and warnings. And 
then operators can use selective assembly technology and even remanufacture the 
inappropriate parts without trial assembly. Therefore, tolerance can be controlled and 
assembly process will be simplified with the help of tolerance analysis in the solution. 
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Table 1. Preparations for using point cloud data 

Preparation steps Description 
Filtering Remove inaccuracy and noise data 
Repairing Fill holes and repair data 
Registration Transformation between different views 
Integration Creating a complete representation after registration 
Reconstruction Reconstruct elements(e.g. reference surface) 
Simplification Reduce memory storage and accelerate computation 
Segmentation Distinguish target areas with its borders 

3.2 Training in Symbiotic Simulation System 

Strict training to reduce human errors in assembly process is significant, because of 
complex procedures and high requirement for accuracy. Training now in gas turbine 
industry is highly dependent on instructions of experienced experts and documents, 
which is inconvenient, intricate and expensive. With the help of symbiotic simulation, 
training will be more effective, intelligent and acceptable, as Fig. 6 shows.   

 

Fig. 6. Training in symbiotic simulation 

With the help of ONSM and OFFSM, the training can be classified into off-line 
training and on-line training, as described below:  

1. Virtual environment training and multimedia animation training. Training with 
haptic feedbacks in virtual environment can improve operators’ involvement and 
acceptance [17]. Practical training under the virtual environment is supported by 
display engine (e.g. HOOPS [18] ), physics engine and haptic engine. Haptic en-
gine calculates force and torque, which is rendered by haptic devices, for instance, 
PHANTOM devices produced by SensAble Technologies Inc. We can use a mul-
tithread method to support physics rendering and haptic feedback [19] . By the 
way, if the environment is too sensitive for operation, the parts will tremble when 
touched, because the virtual environment may not distinguish between moving 
parts and touching parts. Besides, the OFFSM can output simulation files and as-
sembly planning as a convenient way for training. The multimedia animations can 
help operators understand the assembly process clearly. 
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architecture and main mechanisms of the solution. Assembly quality factors can be 
predicted, checked and revised with the assistance of symbiotic simulation. Secondly, 
some partial techniques (tolerance analysis, training) are addressed, which play an 
important role in the solution. Thirdly, an instance that reflects mechanisms and data 
streams in the solution is realized, which improves skills of operators and the effi-
ciency of assembly process. But the work is just in progress. One of the future re-
searches is to develop proper communication mechanisms between ONSM and 
OFFSM.  
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Abstract. Partitioning is a crucial factor in VLSI distributed simulation. This
paper focuses on the partitioning problem for asynchronous handshake circuits
generated by the Balsa asynchronous hardware synthesis environment. A quan-
titative analysis is presented for multilevel partitioning, as exemplified by the
METIS library.

1 Introduction

Distributed simulation is a particularly promising and viable approach to alleviate the
simulation bottleneck in VLSI design and has received considerable attention from re-
searchers in mainstream Hardware Description Languages such as VHDL and Verilog
and has progressively found its place in innovative commercial hardware design envi-
ronments. Bailey et al. [1] have identified five major factors which affect the perfor-
mance of distributed simulation of VLSI: partitioning algorithm, synchronisation algo-
rithm, circuit structure, timing granularity and target architecture. In this paper we focus
on the first of these factors.

An exciting development in VLSI design over the last two decades has been the
exploration of asynchronous design approaches to address clock skew and energy prob-
lems. A number of asynchronous processors have been developed including NSR and
Fred at the University of Utah, STRiP at Stanford University, FAM and TITAC at Tokyo
University and Institute of Technology respectively, Hades at the University of Hert-
fordshire, Sun’s Counterflow pipeline processor, Sharp’s Data-Driven Media Processor,
CalTech’s processors and Lutonium, the series of asynchronous implementations of the
ARM RISC processor (AMULET1, AMULET2e, AMULET3i and SPA) at the Uni-
versity of Manchester, SAMIPS at the University of Birmingham, the "Network-based
Asynchronous Architecture" processor at the University of Edinburgh, the ARM996HS
and HT80C51 processors from Handshake Solutions, Moore’s SEAforth and GA144
processors etc.

Synchronous VLSI modelling and simulation techniques have proved unsuitable for
the asynchronous design style and a number of modelling approaches have been inves-
tigated, including I-Nets, Petri Nets, Signal Transition Graphs, CCS and in particular
the concurrent process algebra Communicating Sequential Processes (CSP). Balsa1 is a

� Elias Tsirogiannis is now with Nokia Siemens Networks, Bristol, UK.
1 http://apt.cs.man.ac.uk/projects/tools/balsa/

G. Tan et al. (Eds.): AsiaSim 2013, CCIS 402, pp. 310–324, 2013.
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Fig. 1. Balsa System

prominent CSP-based asynchronous circuit synthesis system developed at the Univer-
sity of Manchester.

In [30] we presented PARBREEZE, a distributed simulator for Balsa specifications and
we provided a quantitative comparison for two partitioning strategies: manual and mul-
tilevel partitioning, as exemplified by the METIS system. We illustrated that METIS de-
livered better performance, however we identified deficiencies scope for improvement.
Taking this work further, in this paper we provide a quantitative profiling of METIS

for regular Balsa designs. This exercise constitutes a necessary step in the endeavour
to identify and design partitioning algorithms appropriate for asynchronous VLSI sys-
tems.

The rest of the paper is structured as follows: Section 2 provides a short overview
of the Balsa system; section 3 summarises the multilevel partitioning method; section
4 present a quantitative analysis of METIS for regular Balsa designs and section 5 con-
cludes the paper identifying paths for further work.

2 Balsa and Handshake Circuits

Balsa2 is both an asynchronous hardware synthesis framework and a CSP-based lan-
guage for describing asynchronous systems. It has been demonstrated by synthesising
at least three major systems: the DMA controller of Amulet3i, SPA, an ARM core for
smartcard applications and SAMIPS. Figure 1 shows an overview of the Balsa system.
Balsa uses CSP-based constructs to express Register Transfer Level design descrip-
tions in terms of channel communications and fine grain concurrent and sequential pro-
cess decomposition. Descriptions of designs (.balsa file) are translated (Balsa-c) into

2 The latest major release of Balsa version 4.0 took place on June 10, 2010. Balsa is li-
censed under the GNU GPL Version 2. Source code for Balsa version 4.0 can be found at
ftp://ftp.cs.man.ac.uk/pub/apt/balsa/4.0.

ftp://ftp.cs.man.ac.uk/pub/apt/balsa/4.0


312 E. Tsirogiannis and G. Theodoropoulos

import [balsa.types.basic]

procedure buffer (input i:byte;
output o:byte ) is

variable x : byte

begin
loop
i->x - Input communication
; - Sequence operator
o<-x - Output communication
end
end

(a)

;

x

*

Activate

Loop

Sequence

Fetch FetchVariable

i o>- >-

*

(b)

Fig. 2. Balsa Code and Handshake circuit for a one-place buffer

implementations in a syntax directed-fashion with language constructs being mapped
into networks of parameterised instances of handshake components (.breeze file) each
of which has a concrete gate level implementation. A number of tools are available
to process the breeze handshake files. Balsa-netlist automatically generates CAD na-
tive netlist files, which can then be fed into the commercial CAD tools that further
synthesize the netlist to the fabricable layout. Balsa has approx. 50 handshake compo-
nents in total each with a unique name, symbol, definition and several implementations
(based on different technologies). In the handshake circuit, components communicate
via point-to-point channels to exchange control information and optionally data. Balsa
uses one-to-one mapping between the language constructs in the specification and the
intermediate handshake circuits that are produced. Figure 2a illustrates a simple Balsa
modelling example of a simple buffer. The corresponding translated handshake circuits
are shown in Figure 2b. Three levels of simulation are supported in Balsa, namely be-
havioural, gate-level and post layout simulation (figure 1). The latter two low simulation
levels are carried out by the native simulators of the commercial CAD tools supported
by Balsa. At the behavioural level, discrete-event simulation is used to simulate the net-
work of handshake components. Two sequential simulators have been developed for this
level, namely LARD [7] and breeze-sim[6]. In [30] we described parbreeze, a distributed
implementation of breeze-sim for the distributed simulation of handshake circuits.

3 Multilevel Partitioning

The problem of graph partitioning in the context of parallel processing is an old NP hard
problem and has received extensive attention both as a general problem as well as in the
context of distributed simulation of VLSI systems (indicative examples include string
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partitioning [19], Fanin and Fanout Cone Partitioning [27] [22] [18] [11], Corolla
Partitioning [28] and Concurrency Preserving Partitioning [16]).

The multilevel partitioning approach may be considered the most promising of those,
with efforts starting in 1990’s [2][3][4] [9][10] [13][14] [8][20][31]. The key idea of this
paradigm consists of three well defined phases (see figure 3):

(1) Graph coarsening: the original graph is coarsened down to successively smaller
and smaller graphs until a sufficiently small (coarsest) graph is obtained.

(2) Initial partitioning: the coarsest graph obtained by the graph coarsening phase is
partitioned.

(3) Uncoarsening: the partitioned coarsest graph is projected back to the original (finest)
graph through a sequence of larger and larger graphs, while the partition is being
further refined all the way.

Over the years, a variety of algorithms have been proposed and compared for all the
three phases, on a large number of graphs from different domains[2][3][10] [14][13][8]
[31][20][5] [25][21], including distributed VLSI simulation [29] [16] [32]. A num-
ber of software libraries which incorporate a range of these algorithms have been
implemented, the most representative of them including CHACO [10], JOSTLE [31],
METIS [13] [14], PARTY [20] and SCOTCH [24]. METIS appears to be the favourite
choice when researches consider the multilevel paradigm as a partitioning option and
has been repeatedly shown to yield the most promising results amongst them and has
been selected for our profiling exercise. METIS multilevel recursive bisection algorithm
is used to partition breeze file netlists where, vertices of the graph represent the set of
the handshake components while the edges are the balsa communication channels.

4 Profiling METIS: Experimental Analysis

As a benchmark, the structure depicted in figure 4 has been used. The main function-
ality of this structure is to perform linear transformations to the input data [12] and is
widely used in different domains including the manipulation of geometrical data, data
display in graphics applications, image and signal processing. The benchmark is scal-
able and modular with inherent parallelism, thus facilitating the parameterisation of the
design without affecting its functionality and enabling the isolation of parts of the de-
sign for seperate analysis. The system is given an input data vector u = [u1, ..., uN ]t of
dimension N × 1, and calculates the output data vector v = [v1, ..., vM ]t of dimension
M × 1, using the following matrix multiplication and vertex addition equation

v = A · u + k

where A is an M ×N matrix and k is an M × 1 vertex, with both A and k consisting of
constant elements. The i-th element vi of the vector v is given by the following equation

vi =
N∑
j=1

aij · ui + ki, i = 1, ...,M (1)
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Initial Partitioning

Coarsening Uncoarsening

refinement

cutline

Fig. 3. The multilevel paradigm starts with the coarsening phase whereby the size of the original
graph is being successively decreased. A matching algorithm matches heavy edges i.e. vertices
with same colour. As it can be seen, the initial partitioning takes place on the coarsest graph with
no perfect result. The uncoarsening phase projects the initial partition back to the original graph
and manages to refine the erroneous result of the initial partitioning. In this example, we assume
that the weight of each dark vertex is twice as the weight of each light vertex.

where aij is the (i-th, j-th) element of the matrix A and ki is the i-th element of the
vector k. Each data transformation of a vector u, requires N · M multiplications and
N ·M additions.

As Balsa does not provide any library for multiplication of non-constant operands [6],
we have implemented in Balsa a multi-bit multiplier which involves the use of carry-
save and carry-propagate adders [23], as depicted in figure 5a. All the internal mod-
ules are purposely chosen to have fully sequential logic. This practically means, that
the entire design of a multiplier does not offer any degree of parallelism that should
be exploited by the partitioning algorithms. The overall parallelism of the evaluation
design comes from interconnecting modules by forming hybrid (pipeline and parallel)
structures. This facilitates our evaluation work, because we know exactly where the par-
allelism in the design comes from and thus, we are able to assess whether the evaluated
partitioning strategy exploits the available parallelism or not. The hardware architec-
ture of each stage of the array structure is illustrated in figure 5b. For our experiments,
each stage comprises a 16-bit multiplier and a 32-bit adder. Each 16-bit multiplier has
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Fig. 4. The schematic diagram for the hardware which performs linear transformations to input
data: Successive input values u1, ..., uN feed the array from the top to down and successive
transformed values of v1, ..., vM emerge at the right of the array

a corresponding handshake circuit which consists of 1859 handshake components and
3290 channels, while each adder is implemented by a single handshake component
(BinaryFunc). Each stage as a whole, consists of 1873 handshake components and 3314
channels. A Balsatest-harness provides input stimuli to designs and display the outputs.
During a simulation run each stage has received 2000 inputs and has generated 2000
outputs.

Another parameter which determines the way we observe our experiments, is based
on the nature of the hardware designs. Typically, hardware designs with intrinsic con-
currency comprise three partition patterns, namely pipeline, parallel and hybrid [17].
The selected benchmark can distinguish M distinct pipeline schemes with N pipeline
stages each, which work in parallel forming a hybrid pattern. Consequently, we profile
METIS in stages, first focusing on a pipeline and then over the entire hybrid design.

In order to partition the Balsa design into PARBREEZE LPs, we have utilised the
METIS_PartGraphRecursive routine [15] embedded in METIS library which partitions
the balsa graph into k equal-sized parts using multilevel recursive bisection, with the
objective to minimise the edge-cuts. Based on our experimental analysis practically
almost all handshake components have fairly similar computational workloads while,
in the absence of any other information, we presume equal edge weights.

The execution platform is a Linux cluster machine with dual- processor Intel Xeon
3GHz nodes and 2 GBytes of memory, interconnected via a Myrinet-2000 switch. Fol-
lowing a performance comparison between MPICH-GM 1.2.6 and MPICH 1.2.6 we
have opted for the latter. Results are averaged over 10 runs. We have used 15 nodes
with exclusive access, on LP per node. The pipeline design yields 28758 handshake
components and 50558 channels while the full hybrid structure 28453 handshake com-
ponents and 50185 channels.

To evaluate the resulting distributed simulation, in addition to wallclock and speedup,
we have used the following metrics:
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Fig. 5. (a) A 4-bit multiplier: uses 3 carry-save adders and one carry-propagate adder. In this case
each adder consists of 3 full- adders. (b) Hardware architecture of each stage comprising a 16-bit
multiplier denoted by x and a 32-bit adder denoted by +.

(i) Efficiency (E): It is defined as the ratio of speedup to the N number of processing
units. It provides the average utilisation of the N processors and in the ideal case,
the maximum efficiency being one.

(ii) Average Parallelism (A): It is defined as the average number of processors that run
concurrently, during the entire execution of a distributed simulation. It is a useful
indicator of distributed simulation performance, which provides information about
the parallelism in distributed execution. If shape vector P = [ p1, ..., pN ] is defined
to be a vector of dimension 1×N , in which each element pi denotes the proportion
(normalised to one) of wallclock time which has degree of parallelism i, then the
average degree of parallelism can be given by the following equation:

A =
N∑
i=1

i · pi.

Other parameters that help characterise the parallelism in a distributed simulation
can be obtained from the shape vector as follows [26]:
• Minimum parallelism: m = i, such that pi=min(P).
• Maximum parallelism: M = i, such that pi=max(P).
• Fraction sequential: f = p1.
• Variance in parallelism: σ2 =

∑N
i=1 i

2 · pi −A2 .

4.1 Results

Pipeline Structure. Figure 6 shows the wallclock times while speedup and efficiency
values are provided in table 1. It is easy to observe that in the majority of cases the
attained efficiency is quite low, indicating that there may be room for performance im-
provement. For instance, the obtained speedup is 1.75when using 3 processors, whereas
the obtained speedup is 1.29 when using 14 processors. In other words, the efficiency
of employing 3 processors is 0.58, while the efficiency of employing 14 processors is
as low as 0.09. The efficiency rises again at 0.33 when 15 processors are employed.
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Table 1. Attained speedup and efficiency

Number of Processors
2 3 4 5 6 7 8

Speedup 0.79 1.75 1.30 2.54 1.62 1.70 2.00
Efficiency 0.40 0.58 0.33 0.51 0.27 0.24 0.25

9 10 11 12 13 14 15
Speedup 1.83 1.90 1.68 1.60 1.52 1.29 4.96
Efficiency 0.20 0.19 0.15 0.13 0.12 0.09 0.33
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Fig. 7. Performance Analysis of Pipeline Structure

Figures 7a and 7b, depict the parallelism profile of the simulation on 14 and 15 pro-
cessors respectively (indicating the number of processors used by distributed simulation
as a function of the wallclock time) while figures 7c and 7d, provide the shape of the
simulation. Indicatively, for 14 processors the efficiency is low while for the 15 pro-
cessor set up, all the 15 processors are used for 25.18% of the wallclock time and 14
processors for 11.39% of the wallclock time. In other words, the inherent parallelism
of the design is enough to keep 14 processors busy for non zero proportion of the wall-
clock time, and therefore, the way the partitioning algorithm distributes the workload
among the processors, is to blame when distributed simulation fails to exploit such a
concurrency for 14 processors.

It is desirable for distributed simulation to get both the minimum parallelism to
the value 1 and the maximum parallelism to the maximum number of the processors
available for use. Table 2, presents the average parallelism A, minimum parallelism m,
maximum parallelism M , fraction sequential f and variance in parallelism σ2 metric
measurements. Among all parallelism metrics in table 2, we distinguish those obtained
using 3, 5 and 15 processors since they exploit the maximum parallelism available
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Table 2. Average parallelism A, minimum parallelism m, maximum parallelism M , fraction
sequential f and variance in parallelism σ2 measurements

Number of
Processors A m M f σ2

2 1.49 2 1 0.51 0.25
3 2.85 1 3 0.01 0.15
4 2.53 2 4 0.30 1.46
5 4.45 1 5 0.01 0.71
6 3.22 6 1 0.24 2.93
7 3.49 7 1 0.24 4.21
8 4.11 8 4 0.10 3.46
9 3.99 6 1 0.24 8.53
10 4.04 10 1 0.21 6.71
11 3.76 11 4 0.12 3.23
12 3.76 12 1 0.31 8.64
13 3.62 13 1 0.26 7.31
14 3.18 14 1 0.51 11.63
15 10.35 1 15 0.02 20.00

(M = 3, 5 and 15 respectively) and manage to reduce the minimum parallelism to
the minimum value (m = 1 for all of them). Indeed, as shown in table 1, distributed
simulation runs on 3, 5 and 15 processors yield the best efficiency values of 0.58, 0.51
and 0.33 respectively. It is desirable to get both the minimum parallelism to one and
the maximum parallelism to the maximum number of the processors available for use.
Other set ups seem to fail to achieve this and therefore, the ability to gain high speedups
is significantly reduced. For instance, in the case where 4 processors are employed, even
though the maximum parallelism reaches the maximum value i.e. M = 4, the minimum
parallelism is m = 2 (i.e. it is not m = 1). The fraction sequential f in this case as it
is depicted in table 2 reaches the value 0.303, indicating that 30% of the wallclock time
is spent using only one processor. Table 3 shows how the partitioning algorithm allo-
cates the 15 pipeline stages to 4 processors. It can be seen that stage 9 is split between
processor 2 and processor 4: 56.80% of stage 9 is allocated to processor 2, while the
rest 43.20% of stage 9 is allocated to processor 4. Table 4 presents how the partitioning
algorithm allocates each pipeline stage to maximum 4 processors. In addition to stage
9 which is split into two processors, it can also be seen in table that 78.13% of stage 10
is allocated to processor 1 and the rest 21.87% is allocated to processor 2. Similarly, we
note that 84.43% of stage 4 is allocated to processor 3 and 15.52% of the same stage is
allocated to processor 4.

Table 5, shows the edge-cuts produced by METIS for a range of 2 up to 15 partitions.
As expected, the three smallest edge-cuts obtained when METIS divides the graph into
3, 5 and 15 partitions. Indeed, they are the only three cases, wherein METIS does not

3 Comparing this value with the corresponding f value (0.01) for 5 processors in table 2, we
clearly observe the considerably higher f value for 4 processors.
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Table 3. Allocation of pipeline stages to 4 processors

Pipeline stages
allocated to

the processor
Stage Percentage

Processor 1 5 100.00%
6 0.05%

10 78.13%
12 99.47%
13 99.31%

Processor 2 1 100.00%
2 0.05%
3 0.05%
4 0.05%
6 0.05%
7 0.05%
8 100.00%
9 56.80%

10 21.87%
11 100.00%
12 0.53%
13 0.69%
14 0.11%
15 0.05%

Pipeline stages
allocated to

the processor
Stage Percentage

Processor 3 4 84.43%
6 99.15%

14 99.89%
15 99.95%

Processor 4 2 99.95%
3 99.95%
4 15.52%
6 0.75%
7 99.95%
9 43.20%

Table 4. Allocation of pipeline stages to maximum 4 processors

Pipeline Stages
1 2 3 4 5

Processor 2(100%) 2(0.05%), 2(0.05%), 2(0.05%), 1(100%)
4(99.95%) 4(99.95%) 3(84.43%),

4(15.52%)

6 7 8 9 10
Processor 1(0.05%), 2(0.05%), 2(100%) 2(56.80%), 1(78.13%),

2(0.05%), 4(99.95%) 4(43.20%) 2(21.87%)
3(99.15%),
4(0.75%)

11 12 13 14 15
Processor 2(100%) 1(99.47%), 1(99.31%), 2(0.11%), 2(0.05%),

2(0.53%) 2(0.69%) 3(99.89%) 3(99.95%)
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Table 5. Produced edge-cuts by METIS

Number of Partitions
2 3 4 5 6 7 8

Edge-cuts 59 32 165 42 156 239 292

9 10 11 12 13 14 15
Edge-cuts 384 312 402 471 487 405 56
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Fig. 8. Pipeline: Overhead and Idle Time

split n4 pipeline any stage across LPs and hence, the increase in edge-cuts is avoided.
Furthermore, since METIS minimises the edge-cuts only in 3, 5 and 15 LPs we expect
the communication overhead to be low only in these three cases. Figure8a which plots
the total number of MPI messages exchanged between LPs verifies it, while figure 8b
summarises idle times as a result.

Hybrid Structure. Following the same approach, we have profiled METIS for the dull
hybrid structure. Figure 9 and table 6 shows the wallclock times obtained speedup and
efficiency respectively. The highest speedup and efficiency numbers are obtained for
simulation runs on 3 and 5 processors; again, these are the only two cases in which the
partitioning algorithm does not split pipeline stages across LPs.

Table 7 presents the parallelism metrics and table 8 the obtained number of edge-cuts
per number of partitions. Communication overhead and idle times are shown in figures
10a and 10b.

4.2 Discussion

Clearly, the disadvantage of the multilevel partitioning approach is that it enters the
graph coarsening phase without any knowledge of the inherent design relationships of

4 In fact, there are pipeline stages which are allocated to more than one processor but we consider
them as allocation to one processor e.g in the case of 3 LPs, stage 10 is allocated 99.95% to
processor 2 and 0.05% to processor 1. Nonetheless, we consider stage 10 to be exclusively
allocated to processor 2 as the percentage value 0.05 is negligible.
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Table 6. Hybrid: Attained speedup and effi-
ciency

Number of Processors
2 3 4 5 6 7 8

Speedup 0.93 1.77 1.20 2.75 1.60 1.34 1.57
Efficiency 0.47 0.59 0.30 0.55 0.27 0.19 0.20

9 10 11 12 13 14 15
Speedup 1.82 1.86 1.30 1.50 1.41 1.69 2.62
Efficiency 0.20 0.19 0.12 0.12 0.11 0.12 0.17
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Fig. 9. Hybrid: Performance of METIS

Table 7. Average parallelism A, minimum parallelism m, maximum parallelism M , fraction
sequential f and variance in parallelism σ2 measurements

Number of
Processors A m M f σ2

2 1.66 1 2 0.34 0.22
3 2.74 2 3 0.11 0.41
4 2.31 2 1 0.40 1.51
5 4.53 1 5 0.01 0.70
6 3.05 5 1 0.30 3.37
7 2.78 6 1 0.41 4.00
8 3.40 5 1 0.35 6.24
9 3.92 9 1 0.20 6.11
10 3.90 10 1 0.21 6.68
11 2.94 11 1 0.42 5.37
12 3.27 12 1 0.34 6.88
13 3.17 13 1 0.47 9.42
14 3.74 14 1 0.27 7.53
15 5.41 11 1 0.39 24.99

Table 8. Produced edge-cuts by METIS

Number of Partitions
2 3 4 5 6 7 8

Edge-cuts 55 35 154 39 164 305 350

9 10 11 12 13 14 15
Edge-cuts 385 315 546 487 524 514 86

the Balsa graph vertices. The vertices represent handshake components, which, as such,
have predefined logic flow and result in predefined flow of events over the simulated
handshake circuits. Such information is not incorporated into simple topological infor-
mation provided by the representative graph which METIS is fed, while the objective to
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|| Concurrent||Concurrent

A1
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Fig. 11. An example design in which METIS is unable to exploit the inherent parallelism. A 2-way
partitioning of the depicted design leads to two partitions, namely {A1, A2} and {B1, B2}..

produce equal sized partitions with minimised edge-cuts may lead to partitions wherein
(a) sequential parts of the design are divided across different LPs and (b) concurrent
parts of the design are grouped into the same LP.

This is illustrated in the example of figure 11 showing a handshake circuit with three
control flow components and four groups of handshake components A1,A2,B1,B2.
Suppose that each of these four groups has the same number of handshake components
and each component in each group is connected with at least two other components
belonging to the same group. If we have two processors at our disposal, a correct par-
titioning decision which exploits the inherent parallelism of the design, is to assign the
concurrent groups A1 and A2 and the concurrent groups B1 and B2 to different LPs.
However, as METIS aims at minimising the edge-cut, the result is to bring the paral-
lel groups A1, A2 together into one LP and the B1, B2. In other words, METIS does
not exploit the inherent parallelism of the design and, therefore, fails to gain significant
speedup, even in cases in which the communication cost is negligible.



Partitioning for Distributed VLSI Simulation 323

5 Conclusions

In this paper we presented a quantitative analysis of multilevel partitioning algorithms
for Balsa asynchronous circuit designs. This is a well recognised mainstream parti-
tioning choice when one deals with the k-way partitioning problem of a graph and the
particular library has been shown to deliver the best known outcomes. However, as our
analysis has exposed, this approach is unable to capture the ing=herent parallelism of
the handshake circuits and therefore yields relatively poor results for these systems.
This points to the need for alternative, new partitioning algorithms that would exploit
the inherent parallelism of Balsa designs and enable efficient distributed simulation of
asynchronous VLSI systems.
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Seiji Fujino1,� and Keiichi Murakami2

1 Research Institute for Information Technology, Kyushu University
fujino@cc.kyushu-u.ac.jp

2 Sumitomo Rubber Industries, Ltd.

Abstract. In this paper, we propose new product-type iterative meth-
ods by introducing the BiCGSafe strategy, i.e., utilization of associate
residual in place of residual, to the variants of GPBiCG. We refer to
BiCGStar (BiCG with stabilization of associate residual) and its
improved version of BiCGStar method. BiCGStar and BiCGStar-plus
methods outperform compared with the conventional iterative methods.
Moreover, our proposed methods are suited to parallel computer with
distributed memory systems, since they require single global synchro-
nization per one iteration.

Keywords: iterative method, synchronization, parallel computer.

1 Introduction

The GPBiCG[8] method is well known product type iterative method for solving
Ax = b, where A is n× n sparse non-symmetric matrix, x and b are a solution
and right-hand side vector of order n, respectively. Recently, four variants of
GPBiCG based on IDR formulation [7][6] have been proposed by Prof. Abe[1].
Their variants shows better convergence rate than the original GPBiCG in many
numerical experiments. On the other hand, there exists an alternative approach
to improve GPBiCG. Prof. Fujino[4] has derived BiCGSafe method by reorder-
ing the construction of polynomials of the original GPBiCG in order to avoid
complexed order of stabilized polynomial sequence.

In this paper, we give new product-type iterative methods by introducing
the BiCGSafe strategy to the variants of GPBiCG. Our proposed methods are
suitable for distributed memory systems, since they require single global syn-
chronization per one iteration.

2 BiCGStar Method

The kth residual rk := b− Axk of product type iterative methods is expressed
as

rk = Hk(A)Rk(A)r0. (1)

� Corresponding author.

G. Tan et al. (Eds.): AsiaSim 2013, CCIS 402, pp. 325–332, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Here, Hk and Rk are polynomials of degree k called stabilization polynomial and
bi-Lanczos polynomial, respectively. Following [1], we use bi-Lanczos polynomial
of the form: ⎧⎨

⎩
R0(λ) = 1, P0(λ) = 1,
Rk+1(λ) = Rk(λ) − αkPk(λ),
Pk+1(λ) = Rk+1(λ)− βkPk(λ), k = 1, 2, . . .

(2)

Stabilized polynomial is given as the next three-term recurrence.⎧⎨
⎩

H0(λ) = 1, H1(λ) = (1− ζ0λ)H0(λ),
Hk+1(λ) = (1 + ηk − ζkλ)Hk(λ)− ηkHk−1(λ),
k = 1, 2, . . .

(3)

Parameters ζk, ηk are determined by means of local minimization of 2-norm
of associate residual a rk := Hk+1(A)Rk(A)r0. αk, βk are computed such that
Hk(A)Rk+1(A)r0 and AHk(A)Pk+1(A)r0 are orthogonal to initial shadow resid-
ual r̃0. From the eqn. (2),

Hk(A)Rk+1(A)r0 = Hk(A)Rk(A)r0 − αkAHk(A)Pk(A)r0 ⊥ r̃0, (4)

AHk(A)Pk+1(A)r0 = AHk(A)Rk+1(A)r0 − βkAHk(A)Pk(A)r0 ⊥ r̃0. (5)

Then, parameters αk and βk can be computed as

αk =
(r̃0, Hk(A)Rk(A)r0)

(r̃0, AHk(A)Pk(A)r0)
, (6)

βk =
(r̃0, AHk(A)Rk+1(A)r0)

(r̃0, AHk(A)Pk(A)r0)
. (7)

3 Reduction of Synchronization Points of BiCGStar
Method

For reduction of synchronization points of BiCGStar method, we improve for-
mulation of parameter βk as the above mentioned equation (7). For parameter
βk, we can derive alternative expression. Hk(λ)Pk+1(λ) can be written as

Hk(λ)Pk+1(λ) = Hk(λ)Rk+1(λ) − βkHk(λ)Pk(λ),

= Hk(λ)Rk(λ) − αkλHk(λ)Pk(λ)− βkHk(λ)Pk(λ). (8)

With the equation (8) and the relation of (x, Ay) = (ATx,y), we obtain

βk =
(r̃0, A(Hk(A)Rk(A)r0 − αkAHk(A)Pk(A)r0))

(r̃0, AHk(A)Pk(A)r0)
,

=
(AT r̃0,Hk(A)Rk(A)r0)− αk(A

T r̃0, AHk(A)Pk(A)r0))

(r̃0, AHk(A)Pk(A)r0)
. (9)

Although the equation (9) needs two extra inner products, the coefficients αk,
βk can be computed at the same place. This means the number of global syn-
chronization points can be reduced. Namely, number of global synchronization
of BiCGStar and BiCGStar-plus methods is single only.



A Parallel Variant of BiCGStar-Plus Method 327

We introduce auxiliary vectors p := Hk(A)Pk(A)r0, wk := Hk+1(A)Pk(A)r0,
uk := Hk(A)Rk+1(A)r0, qk := Hk(A)Pk+1(A)r0, and put r′=Hk+1(A)Rk(A)r0

which is same as the associate residual. Approximate solution xk is updated
with auxiliary vectors tk and vk such that rk = b − Axk, r

′
k = b − Atk, uk =

b − Avk. Then, we give an algorithm and name it BiCGStar (BiCG method
using STabilized Associate Residual) method:

Algorithm 1. BiCGStar method

1. Let x0 be an initial guess, Compute r0 = b−Ax0, choose r̃0

2. Compute Ar0, AT r̃0, p0 = r0, Ap0 = Ar0, u−1 = q−1 = v−1 = 0

3. for k = 0, 1, . . . do

4. yk = uk − rk

5. if ‖rk‖/‖r0‖ ≤ ε stop

6. αk = (r̃0, rk)/(r̃0, Apk)

7. βk =
(AT r̃0, rk)− αk(A

T r̃0, Apk)

(r̃0, Apk)

8. ζk =
(yk,yk)(Ark, rk)− (Ark,yk)(yk, rk)

(Ark, Ark)(yk, yk)− (Ark,yk)(yk, Ark)

9. ηk =
(Ark, Ark)(yk, rk)− (Ark,yk)(Ark, rk)

(Ark, Ark)(yk,yk)− (Ark,yk)(yk, Ark)

(if k = 0 then ζk = (Ark, rk)/(Ark, Ark), ηk = 0)

10. r′
k = (1 + ηk)rk − ζkArk − ηkuk−1

11. tk = (1 + ηk)xk + ζkrk − ηkvk−1

12. wk = (1 + ηk)pk − ζkApk − ηkqk−1

13. Compute Awk

14. uk = rk − αkApk

15. vk = xk + αkpk

16. rk+1 = r′
k − αkAwk

17. xk+1 = tk + αkwk

18. Compute Ark+1

19. qk = uk − βkpk

20. pk+1 = rk+1 − βkwk

21. Apk+1 = Ark+1 − βkAwk

22. end do

Coupled two-term recurrences of Rutishauser[1][5] has been used for stabilized
polynomial. ⎧⎨

⎩
G̃0(λ) = 0, H0(λ) = 1,

G̃k+1(λ) = ζkλHk(λ) + ηkG̃k(λ),

Hk+1(λ) = Hk(λ) − G̃k+1(λ), k = 0, 1, . . .

(10)
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Here, auxiliary polynomial G̃k(λ) is defined as

G̃k(λ) := Hk(λ)−Hk+1(λ), k = 0, 1, . . . (11)

We refer to the BiCGStar method using the equation (10) instead of the
equation (3) as BiCGStar-plus method. Introducing the auxiliary vectors
yk := G̃k(A)Rk(A)r0, zk := G̃k+1(A)Rk(A)r0, sk := G̃k(A)Pk(A)r0, ck :=
G̃k+1(A)Pk(A)r0, the algorithm of BiCGStar-plus is expressed as below.

Algorithm 2. BiCGStar-plus method

1. Let x0 be an initial guess, Compute r0 = b− Ax0, choose r̃0

2. Compute Ar0, AT r̃0, p0 = r0, Ap0 = Ar0, y0 = s0 = t0 = 0

3. for k = 0, 1, . . . do

4. if ‖rk‖/‖r0‖ ≤ ε stop

5. αk = (r̃0, rk)/(r̃0, Apk)

6. βk =
(AT r̃0, rk)− αk(A

T r̃0, Apk)

(r̃0, Apk)

7. ζk =
(yk,yk)(Ark, rk)− (Ark,yk)(yk, rk)

(Ark, Ark)(yk,yk)− (Ark,yk)(yk, Ark)

8. ηk =
(Ark, Ark)(yk, rk)− (Ark,yk)(Ark, rk)

(Ark, Ark)(yk,yk)− (Ark,yk)(yk, Ark)

(if k = 0 then ζk = (Ark, rk)/(Ark, Ark), ηk = 0)

9. vk = ζkrk + ηktk

10. zk = ζkArk + ηkyk

11. ck = ζkApk + ηksk

12. Compute Ack

13. wk = pk − ck

14. Awk = Apk − Ack

15. tk+1 = vk − αkck

16. yk+1 = zk − αkAck

17. xk+1 = xk + vk + αkwk

18. rk+1 = rk − zk − αkAwk

19. Compute Ark+1

20. sk+1 = yk+1 − βkck

21. pk+1 = rk+1 − βkwk

22. Apk+1 = Ark+1 − βkAwk

23. end do

Table 1 summarizes the number of vector operations and synchronization
points per one iteration.
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Table 1. Number of vector operations and synchronization points per one iteration

method Mv Dot AXPY Sync.

GPBiCG 2 8 14.0 3

GPBiCG variant 1 2 8 14.5 2
GPBiCG variant 2 2 8 14.0 2
GPBiCG variant 3 2 8 13.0 2
GPBiCG variant 4 2 8 13.5 2

BiCGSafe 2 8 13.5 2

BiCGStar 2 10 14.5 1
BiCGStar-plus 2 10 13.5 1

4 Numerical Experiments

In this section, we present numerical results. All computations were performed
on Fujitsu Primergy CX400 (Intel Xeon E5-2690, memory: 128GB, OS: Red Hat
Linux Enterprise). Fujitsu Fortran Compiler with “-Kfast” optimization option
was used. In all cases, the iteration was started with initial guess x0 = 0. The
right-hand side b was imposed from physical load conditions. We set maximum
iterations as 50,000, stopping criterion as ‖rk+1‖2/‖r0‖2 ≤ 10−8. Initial shadow
residual was equal to the initial residual. Note that we applied diagonal scaling
to the test matrices.

Table 2 shows the specifications of test matrices. All matrices are taken from
Florida Sparse Matrix Collection [3]. In Table 2, “nnz” means number of nonzero
entries of each matrix. “n” means dimension of matrix.

Table 2. Specifications of test matrices

matrix n nnz nnz/n analytical field

atmosmodd 1,270,432 8,814,880 6.9 fluid dynamics
epb3 84,617 463,625 5.5 thermal
Freescale1 3,428,755 18,920,347 5.5 circuit simulation
thermomech dK 204,316 2,846,228 13.9 thermal

xenon1 48,600 1,181,120 24.3 structural
water tank 60,740 2,035,281 33.5 fluid dynamics
sme3Da 12,504 874,887 70.0 structural

In Table 3, we compared the number of matrix-vector multiplications and
CPU time of six iterative methods. “TRR” represents the True Relative Residual
defined as ‖b−Axk+1‖2/‖b−Ax0‖2 in the log10( ) scale.

We can observe from Table 3 as below.

1. For matrices epb3, xenon1 and water tank, BiCGStar-plus method con-
verged the fastest among the tested methods.

2. Approximate solutions of variant 2 of GPBiCG and BiCGStar was not
enough accurate for matrices thermomech dK, sme3Da, and GPBiCG also
output incorrect solution for sme3Da.
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Table 3. Number of matrix-vector multiplications (Mv) and CPU time of six iterative
methods

matrix method Mv CPU time ratio TRR
[sec.]

epb3

GPBiCG 4,042 6.56 1.00 -8.1
GPBiCG variant 2 4,124 5.98 0.91 -8.0
GPBiCG variant 4 3,412 4.81 0.73 -8.1
BiCGSafe 3,758 4.59 0.70 -8.0
BiCGStar 4,388 6.11 0.93 -8.0
BiCGStar-plus 3,716 4.50 0.69 -8.0

Freescale1

GPBiCG 10,102 838.14 1.00 -8.0
GPBiCG variant 2 9,332 856.38 1.02 -8.0
GPBiCG variant 4 8,942 784.89 0.94 -8.0
BiCGSafe 9,230 705.00 0.84 -8.0
BiCGStar 9,370 782.37 0.93 -8.0
BiCGStar-plus 9,552 705.60 0.84 -8.0

thermomech dK

GPBiCG 14,604 136.06 1.00 -8.1
GPBiCG variant 2 15,392 146.41 1.08 (-6.1)
GPBiCG variant 4 9,576 90.93 0.67 -8.1
BiCGSafe 9,436 84.63 0.62 -8.0
BiCGStar 16,808 160.34 1.18 (-6.1)
BiCGStar-plus 9,246 86.24 0.63 -8.2

xenon1

GPBiCG 1,436 2.79 1.00 -8.0
GPBiCG variant 2 1,258 2.53 0.91 -8.0
GPBiCG variant 4 1,306 2.52 0.90 -8.0
BiCGSafe 1,460 2.64 0.95 -8.0
BiCGStar 1,362 2.75 0.98 -8.0
BiCGStar-plus 1,320 2.48 0.89 -8.0

water tank

GPBiCG 2,794 10.41 1.00 -8.0
GPBiCG variant 2 2,578 9.85 0.95 -8.0
GPBiCG variant 4 2,782 10.31 0.99 -8.0
BiCGSafe 3,186 11.40 1.10 -8.0
BiCGStar 2,756 10.49 1.01 -8.0
BiCGStar-plus 2,602 9.56 0.92 -8.1

sme3Da

GPBiCG 6,086 9.26 1.00 (-6.8)
GPBiCG variant 2 5,488 7.98 0.86 (-6.0)
GPBiCG variant 4 3,994 6.64 0.72 -8.0
BiCGSafe 3,958 5.46 0.59 -8.0
BiCGStar 6,332 9.42 1.02 (-6.1)
BiCGStar-plus 4,106 5.95 0.64 -8.1

Table 4. Comparison of average ratios of matrix-vector multiplications and CPU time

method GPBiCG variant 2 variant 4 BiCGSafe BiCGStar BiCGStar-plus

Mv ratio 1.00 0.95 0.81 0.86 1.02 0.83
time ratio 1.00 0.95 0.82 0.78 1.01 0.76
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3. However, TRR of variant 4 of GPBiCG, BiCGSafe and BiCGStar-plus
reached to less than 10−8 for all test matrices.

4. In matrices Freescale1 and thermomech dk, the computational time of
BiCGStar-plus is significantly less than that of GPBiCG in a single pro-
cessor and great decreasing the elapsed time ratio of matrix thermomech dk
shown in Fig. 3.

Table 4 presents the comparison of average ratios of matrix-vector multiplica-
tions and CPU time. From Table 4, we can learn that the variant 4 of GPBiCG,
BiCGSafe and BiCGStar-plus are more stable and faster than other methods.

We present speedup of four iterative methods for matrix atmosmodd as num-
ber of processors increased as shown in Figure 1. We see that speedup of four
iterative methods is scalable for matrix atmosmodd. In particular, the slope of
speedup seems to change around 100 processors. We show also elapsed time ratio
of four iterative methods for matrix atmosmodd in Figure 2. Ratio means elapsed
time of GPBiCG method to that of other iterative methods at each number of
processors. It is clear that ratios of BiCGSafe and BiCGStar-plus methods are
effective compared with GPBiCG and GPBiCG v4. Moreover we demonstrate
elapsed time ratio of four iterative methods for seven matrices at 128 processors
in Figure 3. It turned out that BiCGStar-plus method outperforms compared

Fig. 1. Speedup of four iterative methods for matrix atmosmodd

Fig. 2. Elapsed time ratio of four iterative methods for matrix atmosmodd
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Fig. 3. Elapsed time ratio of four iterative methods for seven matrices at 128 processors

with other three iterative methods due to reduction of number of synchronization
points per one iteration from the results as shown in Figure 3.

5 Conclusions

We proposed BiCGStar and BiCGStar-plus method, and evaluated their perfor-
mance on a single processor. In our numerical examples, BiCGStar-plus method
outperforms compared with the original GPBiCG method, and competitive with
variants of GPBiCG and BiCGSafe method from the view point of accuracy and
computational times. Moreover parallel performance of BiCGStar methods was
excellent compared with other iterative methods on parallel computer with dis-
tributed memory.
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Abstract. To meet the requirement of interaction and real time modeling in 
simulation scenarios, a strategy for scenarios construction is proposed. We take 
advantage of the technique of augmented reality to study. In order to constitute 
the scene we reconstruct fluid surface from video combining the fluid motion 
vectors with LBM (Lattice Boltzmann Method) and refine the height field by 
interpolating distribution of the fluid particle. Based on the purpose of virtual 
and real object combination, this study proposes a method of tracing the gold 
feature points between frames using continuity of particle movement. The 
strategy of dichotomy is taken to refine the camera intrinsic parameters and 
SBA (Sparse Bundle Adjustment) method is taken to optimize the intrinsic and 
extrinsic parameters. Further experiment results demonstrate that it is a valid 
and efficient method for simulation environment constructing.  

Keywords: simulation, augmented reality, construction, SBA, LBM. 

1 Introduction and Related Works 

3D realistic fluid modeling, simulation have different applications in various domains, 
including urban planning and designing, special effects of films and televisions, 
tourism exhibition, military training system, disasters predicting and engineering 
visualization. 

In order to achieve the seamless integration and interactivity with objects of the 
scene in real-time, fluid reconstruction techniques can satisfy this requirement. The 
reconstruction of the natural landscape fluid is necessary to enhance the reality of 
virtual scene. 

Compared to the existing method of reconstruction, the proposed method has the 
following characteristics: (1)It can carry out the reconstruction with a single video 
taken by ordinary capturing devices. (2)The reconstruction results meet the physical 
movement of the fluid. It can improve realism to the simulation scene. (3)It is 
conducive to interaction with the environment. (4)The mapping textures from video 
have the realism of objective environment. 

                                                           
* Corresponding author. 
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The traditional methods for water surface reconstruction include physical 
properties based methods, shape from stereo methods and geometric constraint 
methods. Heas [1] used optimizing method to estimate 3D motions of atmospheric 
image. Nagai [2] established a large database and map the texture to reconstruct 3D 
world and reconstructed from single image. With the development of techniques, 
people proposed a method of Shape from Shading (abbreviated as SFS). Frankot et 
al.[3] proposed a valid algorithm and get satisfactory reconstruction results. David et 
al.[4] studied a method for reconstructing water from real video footage, they can 
obtain more informative 3D results from a wider range of possible scenes. 

A new method for simulation scene construction is studied here. We use 
optimization method to recovery camera parameters and the simulation environment 
can be constructed.This paper proceeds as follow. Section 2 describes the method of 
reconstruction from video. Section 3 describes the method of feature points tracking 
and the method of recovering the intrinsic and extrinsic parameter of camera using 
dichotomy optimization. In section 4 we demonstrate the experimental result of the 
proposed method. The performance of running time and comparing with existing 
method are also discussed in Section 4, and it is concluded in Section 5. 

2 Reconstruction of Fluid from Video 

Fluid surface reconstruction is a fundamental task in virtual scene modeling. Due to 
the particularity of fluid motion, the complexity is introduced to the study of fluid 
reconstruction. We use both fluid motion vectors as well as LBM (Lattice Boltzmann 
Method, LBM) to study. To obtain smoothing motion vectors field, we initialize the 
motion vectors using regional correlation method to study. Then we use LBM to 
calculate the height field from motion vectors of particles. 

2.1 Motion Vector Initialization 

In this study, a region-based image corresponding method [5] is adopted to initialize the 
motion vector. There are two stages in the processing, low level process and advanced 
level process. Then a cluster strategy is taken to obtain more accurate results. 

Feature vector is defined as ],,,,,[ sigvsiguvuyx=vector , Where ),( yx  

denotes the position of the fluid particles, u and v denote the x-direction component 
and y-direction component of motion vectors, sigu  and sigv  denote the sign of 

u and v  respectively. It takes 1,-1 and 0 corresponding to negative, positive and 
zero components respectively. 

The algorithm of fluid motion vector initializing is described as follows: 

1） Calculate the fluid motion vector between two adjacent frames using region 
based correlation method. 

2） Cluster the fluid motion vectors obtained from last step. 
3） Statistic the counts of each cluster. 
4） For each particle, find the closest neighborhood if they have clustered 

After these four steps, the initialization results of fluid motion vectors can be 
obtained. 
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2.2 Calculating Height Field of Fluid 

We then take advantage of D2Q9 model to our research work. In this model each 
particle is driven by its neighborhoods and for every eight directions, it can also effect 
on the others. If the join force shows as tensile force, the height of the particle is 
regarded as 0. If the join force shows as extrusion force, the height is decided by the 
magnitude of join force. Many literatures has discussed the process of the 
reconstruction of fluid using motion vector, here we take the method described by 
Quan [6].From the model distribution function ( )tfi ,r of position r  at time t  can 

be calculated. We use the following formula to calculate the height of the particle. 

              ( ) ( ) ( )
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),( txf ui denotes horizontal component of ( )txfi ,  and ),( txf vi  vertical 

component of ( )txfi , . 

3 Construction of Simulation Environment 

3.1 Feature Points Extraction 

Extraction of feature points is a key step in simulation scene construction. It will play 
an important role in 3D scene construction. Currently, people usually match the 
feature points from the algorithm of Harris and SIFT. Because of illumination and 
shelter errors will be brought in the produce of detecting and matching. In order to 
obtain more accurate result, we use the continuity of the movement as a constraint to 
optimize the feature point. Figure1 demonstrates the constraints of motion continuity. 
It is an example containing 5 frames. 

 

Fig. 1. Constraint of Movement Continuity 

In figure 1, the positions of a particle in Frame1, Frame2, Frame3, Fame4 and 
Frame5 are signed in the figure respectively. 1V ,

2V ,
3V  

and 
4V  denote the motion 

vectors of each adjacent frames. 5V denotes the motion vector between Frame1 and 

Frame 5. According to the constraint of motion continuity, the motion vectors should 
satisfy the following equation. 

                     43215 VVVVV +++=                              (2) 
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In the study we set the threshold as 150 and if the deference between vectors are 
larger than threshold it is considered as an imprecise value. This method can be 
applied to extracting feature tracking points from video and can keep from noise. The 
results can also be used to recover extrinsic camera parameters. 

3.2 Recoveries of Camera Parameters 

According to epipolar geometry, fundamental matrix can constrain the adjacent views 
from different viewpoints. Accurate calculation of fundamental matrix is seriously 
important to intrinsic and extrinsic parameters recovery. There are eight parameters 
need to calculate in fundamental matrix. In this study, we take advantage of RANSAC 
(Random Sample Consensus, RANSAC) method to estimate fundamental matrix [6], 
camera parameters can be obtained further. The linear algorithm proposed in [6] can 
deal with varying intrinsic camera parameters.  

However problems still exists. In the dynamic tracking procedure, it is necessary 
to obtain more accurate camera parameters and the camera parameters optimization is 
necessary. We take advantage the combination strategy of dichotomy and SBA to 
optimize camera parameters. In order to obtain more satisfied results, it adopts 
reprojection error to measure the accuracy of optimal result. The reprojection error is 
defined as: 
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1
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1                  (3) 

im  and im′ are corresponding point, im̂  and im′ˆ  denote the reprojections of 3D 

reconstruction of the feature points im  and im′  respectively. )ˆ,( ii mmd  denotes the 

Euclidean distance between im  and im̂ , )ˆ,( ii mmd ′′  denotes Euclidean distance 

between im′  and im′ˆ , n  denotes the number of feature points. 

It is very important to recover focal length of the camera for calculating intrinsic 
parameter accurately. In this study, we use dichotomy to optimize focal length. The 
optimizing algorithm of focal length can be described as:  

1) Initialize the focal length and the re-projection error using (3). 
2) Give an increment to focal length and calculate new focal length '1f and 

'2f using formula 4 and5, respectively. 

                          )-1(' 101 kff ×=                             (4) 

                          )1(' 202 kff +×=                           (5) 

3) Calculate the re-projection error under '1f and '2f , obtain the more accurate 

focal length result with less error.  
4) If current process leads to a convergence result and the error is less than 

threshold, end up the algorithm. 
5) If the process can not be convergence result, change the parameter 1k and 

2k , go to step 2.  
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In the study, we set the argument 1k  and 2k  initializing value 0.3, iterations 

number 50, and obtain more satisfied results. The algorithm based on the dichotomy 
is more valid, optimal camera intrinsic parameters can be obtained. 

SBA is a fast and robust method used in optimizing intrinsic and extrinsic camera 
parameters. It uses Levenberg-Marquardt algorithm to minimize reprojection error 
and can obtain more accurate 3D structure. We use SBA method to optimize the 
parameters further and can obtain more satisfied results. 

4 Experimental Results and Analysis 

Based on the aforementioned method, we implement the experiments by using the 
series of videos in DynTex database [7]. The hardware environment is microcomputer 
with dual-core CPU and 2GB Memory. The operating system is Windows7.0. We use 
Visual C ++ 6.0 development environment, OpenCV and OpenGL package to build 
the experimental platform. In the experiment we test the effectiveness of the 
algorithm and analyses the performance of the algorithm. 

We use the video scene provided by reference [6] as background to construct the 
simulation environment to test the validity of algorithm studied here. The fluid 
reconstructed scene is from the video provided by reference [7]. 

The simulation environment is synthesized using Visual C ++ 6.0 development tool 
combining with OpenGL engine. The synthesized simulation environment are shown 
as Fig.2 

     

Fig. 2. The Construction Results of Simulation Environment. The results of the first line are 
first three frames synthesizing the fluid with the “Road”. Those of the second line are first three 
frames synthesizing the fluid with the “Lawn”. 

It can be seen from Fig.2 that the construction results of simulation environment 
have the feature of strong realistic. In the synthesis environment, the background and 
the virtual fluid have consistency geometry. The recovered camera parameters have 
more accurate characteristics and camera tracking position is relatively stable without 
jitter phenomenon. These can verify that the method proposed here is validity. 

In order to verify the time performance of the proposed method, we use 20 
consecutive frames from video provided by reference [7] to statistic the average 
computation time of each module. The statistical are shown in Table 1. 
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Table 1. The Average Time of Each Module (Second) 

Video Extraction of  

Feature Points 

Initialization 
of Camera 
Parameters 

Optimization  

based on Dichotomy 

Optimization
based on 

SBA 

 Total Time 

Road 0.06620 0.0241 0.0501 0.0900 0.2314 

Lawn 0.05075 0.0157 0.0703 0.1287 0.2655 

Flower 0.05850 0.0191 0.0352 0.1215 0.2343 

 
It can be seen from Fig.2 that the method proposed here has lower running time. 

The average running time is 0.24373 seconds, and this can meet the requirement of 
simulation. 

5 Conclusion and Future Works 

In order to constitute the scene we proposed a fluid reconstruction method using fluid 
motion vectors calculation and LBM combination. A method of feature points 
matching is studied using motion continuity to constrain and further more intrinsic 
and extrinsic parameters can be recovered and optimized based on dichotomy 
strategy.  

Although, we have gained the preliminary result in the study, there is still some 
work need further improving. In the camera tracking, the number of feature points is 
not enough occasionally. In future study, it is possible to consider geometric 
constraints to improve it. On the other hand, it will be considered that new conditions 
can be constrained to improve the camera parameters further. 
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Abstract. In this paper, we present a novel mediate-based framework for ABS 
(Agent-based simulation) which integrates common functions for commanders 
and operational entities in military analytic simulation. This framework aims to 
provide architecture for agents that run faster than real-time. Traditional “sense-
think-action” cycle for multi-agent is extended to “sense-think-lookahead-
action” cycle to reduce computation complexity and avoid possible loss of  
interactions. And a simulation platform with three mediators is designed for 
typical actions of military agents. The initial implementation of sense mediator 
is described and the spending of time for a simple scenario is compared with 
traditional approaches. 

Keywords: Military simulation, Sense mediator, Agent-based simulation, 
Agent cycle. 

1 Introduction 

Warfare system is a kind of complex large-scale system with typical characteristics of 
emergence. Unpredictable phenomena emerge from interactions of entities, and a 
completely different turning point may come out because of a trivial action, resulted 
in the nail-biting of the commanders in a battle.  

M&S (modeling and simulation) methods have drawn increasing attention to han-
dle the complexity and high cost of warfare simulation. From the perspective of users, 
the military M&S can be applied in training (such as DIS and HLA), testing, and 
analysis. The MAS (Military Analytical Simulation) is different from other military 
simulations in the following aspects: (1)there are many calculation works; (2)the 
MAS should be faster than real time; (3)MAS is a multi-resolution simulation; (4)it is 
a hybrid system where some algorithms are continuous and others are discrete; 
(5)multiple replications runs simultaneously, and the empirical method needs to be 
designed before running; (6)the data should be provided by physical experiments, and 
high level MAS is supported by lower level simulation and experiments; (7)it is the 
combination of qualitative analysis and quantitative analysis[1]. In MAS, the charac-
teristic and the complex interactions of all entities especially those commanders and 
operational units in a conflict are simulated to obtain the detailed quantitative  
data. These statistical data are then analyzed to study possible outcomes in different 
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scenarios. It is a natural way to model entities in the battle space using ABMS 
(Agent-based Modeling and Simulation), since it is focused on the interactions be-
tween individuals and is fit for study of emergency.  

High Level Architecture/Run-Time Infrastructure (HLA/RTI) is widely used for 
training simulation. The services of HLA/RTI provide the common functional infra-
structure for M&S. We have learned from the studies of parallel RTI-based MAS 
system that the parallelizing of time management, event management and interaction 
management is the key point at the level of simulation platform[2][3]. However, as 
the entities are assembled in several federates and the interactions between entities in 
different federates are limited by network bandwidth, it is not suitable for taking on 
large-scale military analytical system with a great deal of interactions. Besides, HLA 
only provides interface specification for federates but not the inner-details[4], so the 
implementations of entities can varies with totally different performance for different 
federate developers, which leads to a phenomena analogous to some cars run slowly 
on the highway and may make a traffic jam. Lastly, the goal of HLA/RTI is to im-
prove interoperability for distributed simulation, so HLA/RTI is helpful for training 
and inter-connection of multi-simulations, and the speed up ratio will be hard to in-
crease without modifications in the platform.  

The key contributions of this paper are proposing a Mediate–based ABS M&S 
Framework (MABSF) for MAS, and designing of some typical interaction mediators 
which account for the interactions between agents and between agent and environ-
ment. The sense mediator is based on the study of interest management in HLA/RTI; 
it limits interactions in specific interest area divided with uniform grid. The move-
ment mediator and engagement mediator carry on their work on the basis of interac-
tions determined by sense mediator. 

2 Related Works 

Simulation platform, which is also called simulation engine, is separated from simula-
tion application logic to manage the execution of simulation replications, remind the 
application program when to change a particular state, and keep track of any future 
commitments in its diary[5]. Because the platform is sensitive to the communication 
software and the granularity and resolution of the models may affect the structure of 
the system, there can hardly be a generic simulation platform to be applied to all the 
areas in military system. There are various works focusing on different factors in 
military. For example, HLA standard promoted by DoD and finalized by IEEE and 
OMG has provided interoperability between simulations[4]. Joint Theater Level Si-
mulation (JTLS) is a war-gaming system that can run on the computer[6]. Joint War-
fare System (JWARS)/Joint Analysis System (JAS) is a campaign-level model of 
military operations to support resource allocation decisions and critical operational 
planning by a closed-form analytic simulation[7]. MANA (Map Aware Non-uniform 
Automata) is an agent-based model designed for combat operations, but may slow 
down when the number of agents comes to 600[8]. It can be known from these  
systems that interaction between entities in battle space is always a vital aspect. 
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Frameworks of agent-based simulation have also been attached importance to, for 
example, an agent-based generic framework for symbiotic simulation systems is de-
signed and explored in [9] [10]. With the rapid development of Dynamic Data Driven 
Application System (DDDAS), dynamic data driven simulation for real-time combat 
decision support has been drawn much more attention [11]. However, the frameworks 
introduced previously do not meet the needs of our system, because some of them are 
not designed for analytic purpose, some of them can not support high level decision, 
some of them are not large-scale. 

Time-stepped and Event-driven simulation can be adopted according to whether 
the system is real-time or faster than real-time. To simulate ABMs, the states of the 
agents need to change along the axis of time. So far, most of the ABM frameworks 
are based on time-stepped method, that is, time axis is discretized using constant delta 
of time and states are updated at each time step. At each point of time, agents can 
perform “sense-think-act” cycle[12]. However, the optimizing of time step is a crucial 
problem because some critical changes of states may be missed if the time step is too 
big, while some irrelevant updates may result in high computational cost and memory 
utilization if the time step is too small. In contrast, event-driven method can be uti-
lized to update states of agent when needed. The updating of states occurs when event 
is processed. Seungman Lee[13] outlines timing mechanisms for hybrid agent-based 
simulation, where models are built by a combination of both continuous-time and 
discrete-event models, and their interactions. Bo Zhang[14] combines ABS and Dis-
crete-Event Simulation (DES) with DEVS (Discrete Event System Specification) 
formalism, and achieves better performance than traditional approaches.  

3 Our Approach 

3.1 Design of MABSF 

The MABSF is a specialized architecture for MAS. It is the basis for planning  
optimize, planning evaluation, and decision making. The simulation platform is com-
posed of DES/PDES (Parallel Discrete Event Simulation), and several mediators (see 
Figure 1). DES/PDES is responsible for managing event queues, executing events in 
the queues. The mediators perform common calculations of cycles among agents.  

At the first temptation of Agent-based MAS, we realized that an agent may not 
move to a position where it planned to due to the interruption of an enemy or the 
change of the plan in the process – the entities are inter-connected in a large compli-
cated network, and any action of an agent will cause the refresh of combat situation 
which therefore affects the execution of decision made by the acting agent and any 
other agents. To solve this problem, a “look-ahead” step is added before it carries out 
its movement. The longest performable motion of the action will be calculated and the 
consequence interruption will be scheduled to make the action be sequences of mo-
tions. The sequence of action may vary from agent to agent, but the look-ahead is 
underneath. 

Here, the simulation platform is introduced as mediator to coordinate the agents’ 
interactions in cycles (see Figure 1). The functions of simulation platform are  



 A Mediate-based ABS Framework in Large-scale Military Analytic Simulation 343 

 

extended to integrate common functions in the cycle of agent. This enlarges the simu-
lation platform and weakens the role of world model to static environment data. From 
the perspective of agent, the inter-operations are not actually performed by them-
selves as in the real world, but only send requests provided with values of states and 
receive the outcomes. Most of the common calculations for interactions are carried 
out or logically lies in the mediators. 

Si mul at i on pl at f or m

Envi r onment  

Dat a

PDES

Sense 

medi at or

Move 

medi at or

Engagement  

medi at or

Agent

Sense

Thi nk

ActLookahead

St at e

 

Fig. 1. Framework of MABS 

The simulation advances by reiteratively schedule and processing events in the 
event queue, which is also called FEL (Future Event List) compared to Processed 
Event List[15-17]. This event queue is generally a priority queue. By contrast to DES, 
PDES uses several events to be executed simultaneously. According to the amount of 
event queues for logical process, PDES can be classified as single-queue and multi-
queue. For single-queue, one of the possible solutions is to adopt concurrent priority 
queue[18]. For multi-queue, several event lists are distributed to each logical process 
or each simulation object[19]. LVT (Local Virtual Time) is calculated to operate on 
the local event queue, and GVT (Global Virtual Time) can be computed and updated 
periodically through some algorithms.  

The simulation is initiated by a scenario with a series of events being created. After 
the agents are created and the states are set according to scenario data loaded from 
configuration files, the sense mediator decides the supposed detecting pairs. That is, 
the initial situation map is created by each side of the battle. To actually simulate the 
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behavior of “sense”, events of these “detection” are inserted into an event queue at the 
time of zero with a timestamp of zero (where, time represents simulation time in this 
paper). These events then are executed and the agents (e.g. aircraft with radar) can get 
the states (such as position, velocity, etc.) of agents in the search areas of their ISR 
components from sense mediator.  

In the process of Sense, there are two manners for an agent to track the objects 
when the sensor component is activated. One is that the agent asks the mediator for 
what it can “see”. Otherwise, the sensation occurs when some objects the agent is 
interested in enter or depart from its detection area. Agent with capability of sense 
holds and maintains a detected list. Once the sense mediator compute the time of en-
tering and existing in advance, the corresponding events of entering and existing are 
created and scheduled in the event queue, and the object is added to the detected list 
of the detecting agent. Then the agent looks up the detected list to get the positions of 
the objects when needed, for example, aircraft confirm the coordinate of the target in 
its target list before it makes an attack.  

In the process of Think, the agent employs a predefined expert system. The expert 
system takes the states of agent and current perception as input to make a decision for 
COA (Course of Action). This module does not interoperate directly with simulation 
platform, and will not be described in detail. 

In the process of Lookahead, the action mediator performs the action in advance to 
make sure whether or not the action can be carried out completely and determine the 
maximum safe part of the action.  

In the process of Action, the safe part of the action is committed to make an effect 
on environment and agent itself. 

This novel mediate-based simulation platform assists the agent by providing  
common computations. The architecture can not only greatly relieve the burden of 
developers of agents, especially for military experts who may be not specialized in 
programming, but also reduce redundant computation by contrast to the decentralized 
approach where some agent may take the same calculation. The last but not the least, 
the Lookahead process avoid rollback owing to causality errors. The following two 
sections will mainly focus on the sense mediators which is the foundation of the others. 

3.2 Sense Mediator 

The sense mediator relates to the state of environment and how the agents perceive. It 
provides a component to determine when an agent can see others and what it can see. 
It is designed to reduce both the synchronization and the updating of irrelevant data. 
The computations for sensation are drawn toward the sense mediator, resulted in the 
decrease of redundant computation among agents.  

According to the time stream mechanism, simulator can be time-stepped or event-
driven[20]. As we mentioned previously, the system is built upon DES/PDES, with-
out updating states at constant intervals. For example, an agent A detected by agent B 
moves from P1 to P2 at Time [T1, T2), see Figure 2. The agent A will leave detection 
area of B at position of P3 at Time T3, and enter into the sight of agent C at Time T4. 
When it comes to T5, the agent C need to refresh the states of targets it has detected to 
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make sure that the following attacking is based on the newest states. In this case, 
agent A updates its state at specific time and synchronized with other agents due to 
the effect of the changing state on them. The state updating for agent A and synchro-
nization of agent A-D are shown in Figure 3. 

 

Fig. 2. An example for sense mediator 
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Agent

 

Fig. 3. Updating and synchronization of agents 

We should notice that these synchronizations are not always simultaneous with 
modification of states. The change of states for A occurs at T1, T3, T4, and T2; the 
updating of states for synchronization occurs at T3, T4, and T5; the starting and end 
of movement from P1 to P2 for agent A are ignored by other agents; and agent D does 
not require the information of agent A.  

In our hierarchical agent-based MAS[21], an agent can be composed of C2, sensor, 
platform, communication, or weapon. Once activated, the sensor deployed on an 
agent can let the agent become aware of passively or actively. In active sensation, an 
agent first creates an event and put it into the event queue to create a sensation. When 
processing this event, the agent receives the information it can see from the world. It 
is the sensor who knows when the event should be created. In the passive mode, the 
idea is that change in the world leads to newly sensation or out of sensation, which are 
two most important events the sensor cares about. As it cannot predict state of the 
world, the sensor is notified by the mediator, the world, or the changing agent, and is 
submissive to the change. 



346 Y. Mei et al. 

 

The computations to determine who sees whom is a key issue to achieve scalable 
operation[22]. In MAS, the sensations are typically among spaces and can be unders-
tood in terms of publish and subscribe. The publish area is the area that bounds the 
location of the platform, while the subscribe area is the space that the sensor can 
perceive. The agent B can detect agent A only when the subscribe area of B intersects 
the publish area of A. It is implemented similarly to a spatial-based interest manage-
ment in HLA[23]. 

4 Conclusions and Future Work  

This paper has presented a framework of mediate-based architecture for agent-based 
M&S in military analytic simulation. A Lookahead process is added in the common 
Sense-Think-Act loop of an agent. The proposed MABSF and agent cycles can work 
together to speed up the simulation. However, there are still some performance issues 
when it is implemented on platform such as cluster and GPU and the efficiency of 
event processing may be the bottleneck. The performance on different platforms will 
be measured in our future work, and methods for improving performance will be stu-
died later. 
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Abstract. Simulation is an important approach to the study of scenarios of con-
frontation among antagonistic groups. It remains a research issue to explore the 
influence of the crowd size and imbalance between groups’ sizes on the process 
of confrontation. In this study, a multi-agent simulation system has been devel-
oped with functional programming model (FPM). FPM can easily formulate the 
simultaneous behaviors/actions of individuals. It also provides “communication 
backbone” for agents’ interactions. A timing system has been designed to drive 
the simulation procedure. Our simulations focus on whether/how a confronta-
tional scenario may remain stable. Experimental results indicate that with the 
increment of the overall size of the crowd in confrontation, the possibility of the 
scenario getting out of control rises. A relatively small scale of crowd is much 
more controllable. 

Keywords: Crowd Simulation, Multi-agent System, Functional Programming 
Model, Confrontation Scenario. 

1 Introduction 

Confrontational scenarios have long been attended by researchers from multiple dis-
ciplines and government agencies for the risks to society and numerous disasters 
caused by such scenarios in history. Simulation study on confrontation scenarios has 
gained more and more attentions in recent years for the obvious advantages over tra-
ditional approaches [5].  

Existing works along this direction are in general agent-based, which use auto-
nomous and intelligent agents for crowd modeling [7]. Decision-making mechanisms 
have been built focusing on casualty [2], triggers of violence [3]，individual factors 
(e.g., hostility, personal price, punishments, participants anonymity, cohesiveness) that 
influence violence level [1][6]. However, the influences of the number of the crowd and 
imbalance between the sizes of groups in confrontation have been largely ignored.  

In this study, we developed a multi-agent simulation framework for confrontation 
scenarios. The system takes advantages of functional programming model (FPM) [4] 
for its merits of functional parallelism, asynchronous message, pattern matching.  
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Our confrontation scenario simulation comprises three types of processes: agents, 
the virtual world, and the terrain. Each agent possesses autonomous capability to im-
provise their action. This study concerns four behaviors: assaulting, assembling, 
bluffing, and retreat.  

Experiments have been performed to investigate influences of the number of the 
crowd and the imbalance between groups on the confrontation scenario. The results 
indicate that within relatively small scale of the crowd, even if one group is much larger 
than the other, it is usually controllable. 

2 Functional Programming Model 

Functional programming model treats computation as the evaluation of mathematical 
functions. The follows are the features of FPM that eases the modeling of confrontation 
scenarios. 

Functional Parallelism: FPM maintains a number of light-weight processes each 
behaving like an autonomous object in the real world.  

Asynchronous Message: The communication among processes is asynchronous that 
one process would send message to the other but not just wait for the response.  

Pattern Matching: The pattern matching helps agents analyze complicated infor-
mation from the simulated scenario.  

As shown in Fig. 1, FPM sustains three main components of the confrontation si-
mulation: (1) a world process, (2) agent processes, and (3) a terrain process.  

 

Fig. 1. Simulation System Architecture 

The world process [8] manages the records of location of all registered agents with a 
database. The world process would initiate the timing system to send the signal 
marking the start of simulation. Then the world process waits for the feedbacks of all 
agents and the terrain process and update. The terrain process [8] maintains the envi-
ronment information. Every agent [8] belongs to a light-weighted process with a 
built-in record of the agent’s dynamic information. 
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3 Agent Modeling for Confrontation Scenario 

This section introduces the agent’s properties and decision making mechanism. The 
agent model focuses on the underlying mechanism of agent’s behavior selection. 

3.1 Agent’s Properties 

An agent has four fundamental properties, i.e., position, emotion, personality, and 
velocity. Position (x, y, radius) is simply the current position the agent locates with a 
radius indicating its range of sensing. Emotion properties include aggressiveness and 
rationality. The agent’s velocity defines (1) dir (direction), i.e., the direction of last 
movement, (2) v indicates the agent’s current speed, and (3) vmax, i.e., the highest speed 
the agent can achieve.  

Personality: Each agent would be initiated with a value. The value of personality is 
used as the parameter θ to regulate the value of emotion. The parameter θ can be cal-
culated by formula (1) 

        (1) 

where p represents the value of agent’s personality, while the pmax is the maximum 
personality value. 

Emotion: the emotion comprises two parts: aggressiveness and rationality. The ag-
gressiveness increases by ΔA which is calculated by formula (2) 
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where Nown represents the number of their own people within radius, while the Noppo 

means the number of people of the opposite group within radius. Nb(oppo) represents the 
opposite group’s people in bluffing behavior, and the Nb(own) means the own group’s 
people in bluffing behavior. NL is the limit value of the difference between two groups’ 
numbers. The rationality value is determined by the personality value. 

The emotion value is calculated by formula (3) 

E = A·θ - R·(1-θ)                            (3) 

where E represents the value of agents’ emotion, A means aggressiveness, and R means 
rationality.  

Before the introduction to Velocity, the calculation of density which is denoted by ρt 
is shown in formula (4)  

t
sum

N

N
r =                               (4) 

where ρt represents the place of certain agent’s density in time frame t, the N is the 
number of people within the radius of agent, and Nsum is the total number in the con-
frontation scenario.   

max

p

p
q =
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In addition, within agent’s radius, there also is a place representing the max density 
which is denoted by ρ’ calculated in formula (5) 
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                                (5) 

where N(x,y) represents maximum number of own people in one of the coordinates 
within current agent’s radius. 

Velocity: the speed v is calculated by the segmented function written as formula (6) 
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where is the maximum crowd density, E1 is the threshold of emotion, and Emax 
represents the maximum emotion value.  

The direction of agent is determined by formula (7)  
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where x and y come from ρ’, x(t−1) and y(t−1) are from last time frame, dir(t) represents 
current direction, and dir(t−1) is the last time frame’s direction.  

3.2 Agent’s Behavior Model 

The behavior selection is based on three rules: threshold rule, emotion rule, and atten-
tion rule. The threshold rule is mainly responsible for the state transition of agents. The 
emotion rule represents the emotion propagation among crowd. The attention rule 
controls the moving direction of agents. There are four kinds of behaviors including 
assembling, assaulting, bluffing, and retreat. 

Assembling: agents seek for companies and approach them. Agents’ emotion values 
tend to increase.  

Assaulting: agents follow the confirmed target(s) closely and send messages to 
targets as “assault.” Targets record the times of being assaulted and change the beha-
viors to respond. 

Bluffing: agents are immobilized. Other agents would detect the existence of 
bluffing ones. 

Retreat: agents change their directions and approach the place with lowest density.  
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Fig. 2 illustrates the agent’s behavior selection procedure. The agent would change 
their behavior according to the emotion value by comparing with the threshold value. 
Agents will be removed from the scenario when being excessively assaulted.  

 

Fig. 2. Agent’s state transition in terms of behaviors 

4 Experiments and Results 

Experiments have been performed with focuses on the imbalance between the numbers 
of two groups. The simulation scenario can contain individuals with different perso-
nalities in a group. The environment was abstracted as a closed Euclidean space (200 by 
200 meters) with each space unit resembles one meter.  

As presented in Table 1, the overall crowd size can be 100, 200 and 300. We have 
made 100 simulation runs for each configuration. 

As shown in Fig. 3 (a), there are two groups (marked pink and green) with 50 agents 
respectively. In Fig. 3(b), the highlighted area shows that with a high value of aggres-
sion, the pink agents directly broke into the green group. Fig. 3(c) indicates that the 
green agents were fleeing away from the pink ones. As shown in Fig. 3(d), the two 
groups were in confrontation with properties of emotion below the threshold. 

 

 

Fig. 3. Snapshots of the confrontational behaviors, (a) The overall simulation scenario, (b)the 
green party in the circle getting surrounded by the pink party, (c) the green party in fleeing, (d) 
some members of the green party in bluffing 
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As presented in the right column of the Table 1, the proportions of bluffing people 
declines with the increasing crowd size. The larger the crowd size is, the more possibly 
the scenario tends to lose control, that is, one group collapses. It can also be observed 
that the proportion of bluffing agents decreases with the increasing crowd size.  

In the final experiment (200 vs. 100 agents), the number of bluffing agents in the 2nd 
group is zero, and this means the confrontation is completely out of control and ends up 
with collapse of the 2nd group. This is a contrast to the second experiment, in which the 
proportion of bluffing agents reaches 40%. This suggests that when the overall crowd 
scale is small, the asymmetry on the size of two groups is less significant. 

Table 1. Configurations of simulation run and results  

Crowd sizes Agent distribution in 

two groups 

Numbers of the bluffing agents (averaged from 100 

experiment runs ) 

100 50 versus 50 26.63 : 26.52 

65 versus 35 25.54 : 18.30 

200 100 versus 100 38.10 : 37.27 

125 versus 75 25.27 : 19.72 

300 150 versus 150 42.29 : 43.09 

200 versus 100 10.87 : 0.00  

5 Conclusions  

In this study, we have successfully developed a simulation framework for confrontation 
scenarios using Functional Programming Model (FPM). The simulation framework 
takes advantage of the merits of FPM in functional parallelism, asynchronous message, 
and pattern matching. Modeling of confrontation scenarios has then been simplified 
comparing to simulation techniques. A series of simulations has been performed to 
investigate the factors that influence the violence level in confrontation scenarios. 
Experimental results have been collected with various crowd sizes and the proportions 
groups inside each crowd. The results indicate that with the increment of the overall 
size of the crowd in confrontation, the possibility of the scenario getting out of control 
rises. A relatively small scale of crowd is much more controllable.     
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Abstract. Pitched at problems needing to be solved for evaluating the digitized 
force’s command & control (DF C2) system, this paper proposes the major con-
tents and processes for evaluating the C2 system’s effectiveness based on simu-
lation experimentation, lays down the Measures of Efficiencies(MoEs) system 
of effectiveness evaluation (EE) for the C2 system, and analyzes, through the 
design of experiment samples and the planning of the evaluation process, how 
to use the simulation-experiment approaches of comparison and statistics to 
conduct effectiveness evaluation, contribution analysis and optimization analy-
sis of the C2 system. 

Keywords: C2 system, Simulation Experiment, Effectiveness Evaluation, 
MoEs system. 

1 Introduction 

The C2 system’s effectiveness refers to the extent to which the C2 system utilized in 
particular conditions to implement a specified mission can reach the expected possible 
objective, and the evaluation of the C2 system is a process mainly focusing on eva-
luating whether the C2 system has met the set requirements. It is the process for such 
entities as the organization to use the C2 system evaluation results, the appraisal or-
ganization for C2 system finalization or the C2-system experimentation agency to 
measure the extent to which the C2 system carrying out the required mission in the set 
or specific environment and constraint conditions can reach the expected objective(s). 

This study conducted effectiveness evaluation of the DF C2 system by means of 
simulation experimentation to verify whether the system can meet the needs for wea-
pon-materiel construction and application; established a red force-blue force engage-
ment simulation system, which was notably based on the operational process; used the 
comparison approach; designed experiment samples; conducted direct acquisition, 
statistics and analysis of the experiment data; solved some important problems  
in the C2 system’s effectiveness by comparing the DF C2 system with the TF C2 
system in terms of the values of the various MoEs and the eventual comprehensive 
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effectiveness; showed the weak links in design and schemes as well as the critical 
nodes that may increase the efficiency; and assessed the system effectiveness accord-
ing to certain principles and measures. 

2 Evaluation Contents and Process 

2.1 Evaluation Contents 

To solve the problems in evaluating the digitized C2 system, we conducted evaluation 
in the following three aspects: 

1. Effectiveness evaluation: we analyzed in the background of typical engagement, 
how well the various measures in the MoEs system for C2-system evaluation per-
formed; 

2. Contribution analysis: we analyzed in the background of typical engagement, to 
what extent has the C2 system contributed to the overall operational effectiveness; 

3. Optimization analysis: we conducted optimization analysis of the C2 system by 
analyzing the influence of such core parts of the C2 system as the commanding 
process, situation sharing and software complexity on operational effectiveness. 

2.2 Evaluation Process 

The simulation experiment based effectiveness evaluation of the C2 system involves 
complicated system engineering covering such steps as MoEs design, method selec-
tion, sample design, data preparation, simulation-system preparation as well as data 
acquisition and analysis. 

1. Evaluation-task identification: identifying the problems to be dealt with and setting 
the evaluation objectives according to requirements; 

2. Evaluation-scheme design: led by the evaluation objectives, selecting the MoEs, 
identifying the evaluation approach and design the experiment samples, covering 
such areas as the simulation scenario, the constraint conditions as well as sampling 
and sample implementation strategies; 

3. Simulation experimentation: preparing the relevant data and systems, running the 
simulation system and acquiring the data; 

4. Analysis of data from the running: analyzing the data against the MoEs, the contri-
bution degrees of the core parameters and the credibility of the evaluation results.  

5. Evaluation-conclusion production. 

The aforesaid 5 steps can be taken repeatedly, with simulation experimentation and 
effectiveness evaluation conducted with incremental iteration.  
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3 MoEs Selection 

As the C2 system is the core of C4ISR, the established set of sufficient and proper 
MoEs for evaluating the C2’s effectiveness can be used for in-depth and comprehen-
sive analysis of the massive simulation-result data obtained from simulating the C2 
system, for evaluating the C2 system’s effectiveness, and for providing data support 
of the C2 system’s approach argumentation, construction and optimization. 

Although there were already studies of the C2 system with the corresponding 
MoEs-systems for effectiveness evaluation established, most of them adopted mathe-
matical approaches with the measurements mostly from expert scorings and many 
measures set with communications-system capabilities taken into consideration. Estab-
lishing the MoEs system specifically for the military equipment of the C2 system, 
however, was rarely seen. Our evaluation approach, however, was based on engage-
ment simulation, taking from the simulation results the EE-typical measures with direct 
physical senses. We generally recognized and adopted the GAO Fei et al [1]- supplied 
structure and algorithm to establish the testable and measurable MoEs for evaluating 
the C2 system’s effectiveness, characterizing the C2 system’s effectiveness with the 
three measures of situation sharing, operation commanding and battlefield survival. On 
the situation-sharing sub-measures, however, we had some different opinions from 
those of GAO Fei et al. We characterized situation sharing with the four submeasures 
of the enemy-situation updating time, the self-situation updating time, the comprehen-
sive-situation forming time and the situation-information accuracy. MoEs system for 
effective evaluation of the C2 system shown as in Fig1. 

 

Fig. 1. MoEs system for effectiveness evaluation of the C2 system 

1. Situation sharing’s effectiveness was described in 4 level-2 measures: 

• Enemy-situation updating time: the time for updating all the enemy situations, 
including situations about the enemy’s command posts and the urgent air situation 
(in seconds). Here, the situation refers to all the target information about the enemy 
force currently mastered by the corresponding intelligence reconnaissance system, 
and the updating time refers to the interval between the intelligence reconnaissance 
system having survailed information change to the target and the corresponding 
command posts putting it on the situation map and having it shown. 
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• Self-situation updating time: the time for finishing the updating of all the self-
situation including our side’s commands, air situations, etc. (in seconds).Here, the 
updating time in this paper refers to the interval between our force’s situation in-
formation getting changed and the corresponding command posts putting it on the 
situation map and having it shown. 

• Comprehensive-situation generating time: the time for finishing all the situation 
processing and generating the comprehensive situation (in minutes).Here, the gene-
rating time in this paper refers to the interval between the command-seat in ques-
tion generating the comprehensive situation map and the corresponding command 
posts putting it on the situation map and having it shown. 

• Situation-information accuracy: the extent of accuracy of the situation-information 
display (in percentage).Here, the situation refers to the situation displayed on the 
comprehensive situation map, and the accuracy refers to the ratio of the quantity of 
situation information actually onto the map to the quantity of situation information 
that should be displayed on the map. 

2. Operation commanding’s effectiveness was characterized with two level-2  
measures: 

• Command cycle: the interval between the C2 system receiving the case sent from 
the intelligence reconnaissance system and the C2 system receiving the feedback 
on how the command was implemented from the implementation unit(s). Here, the 
case mainly refers to the occurrence of threat or the coordination event.  

• Troop actions’ mastery and control extent: the ratio of the number of troops whose 
state of actions were mastered and controlled to the number of troops needed to be 
effectively mastered and controlled (in percentage).  

3. The battlefield survival’s effectiveness was characterized with two level-2  
measures:  

• C2 system damage recovery time: the time for the C2 system to be recovered from 
its getting damaged (in seconds). Here, recovery refers to the realization of all the 
needed functions getting totally recovered or of functioning at a lowered level. 

• C2 system survival rate: the ratio of the number of the surviving C2 units to the 
total number of C2 units (in percentage). Here, the C2 unit refers to the entities 
constituting the command post, such as the single vehicle and the single machine. 

4 Evaluation Process for Simulation Experimentation 

4.1 Design of Samples 

To meet the needs for comparison analysis and optimization analysis, we designed 
samples for the C2 system’s simulation experiments: 

1. Sample 1 for describing the DF C2 system’s core parameters;  
2. Sample 2 for describing the TF C2 system’s core parameters;  
3. Optimization analysis oriented, sample 3 was for describing the core parameters of 

a C2 system with its situation-sharing capability further enhanced;  
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4. Optimization analysis oriented, sample 4 was for describing the core parameters of 
a C2 system with its situation-sharing capability seriously weakened;  

5. Optimization analysis oriented, sample 5 was for describing the core parameters 
for the DF C2 system’s command process; 

6. Optimization analysis oriented, sample 6 was for describing the core parameters 
for the TF C2 system’s command process;   

7. Optimization analysis oriented, sample 7 was for describing the core parameters of 
a C2 system with its software complexity further simplified;  

8. Optimization analysis oriented, sample 8 was for describing the core parameters of 
a C2 system with its software complexity much enhanced. 

In the C2-system models described in the same simulation system, different sam-
ples were related to different variables (parameters), their particular data and corres-
ponding models omitted from description and discussion in this paper. 

4.2 Process for Simulation Experimentation 

For the work flow for simulation experimentation, We experimented under the scena-
rio of the same background of engagement and the same weapon materiel except the 
C2 system. Conducting comparison-oriented analysis of requirements, we set the data 
for the models for sample 1 and sample 2, respectively. According to the experimen-
tation phases set by the simulation scenario, simulation experiments were started. 
After the experiments, the corresponding MoEs data were acquired directly from the 
simulation-experiment results with no expert scoring or personal experience involved. 
Data corresponding to sample 1 and 2 were recorded with the data cleaned and singu-
lar values discarded. 

Comparison was conducted over the entire process of engagement or a particular 
operational phase in value change of such MoEs as the situation updating time and the 
comprehensive-situation generating time. The range of MoE changes got from statis-
tics was compared with the corresponding system-needed values and the overall re-
quirement values for system R&D, respectively, for determining through analysis 
whether the C2 system had satisfied or reached the operation needs and the require-
ments for weapon-system development. Meanwhile, regarding the value of each lev-
el-3 measure of the MoEs system for C2 effectiveness, sample 1 and 2 were analyzed 
to find by how many folds the value from sample 1 had been raised or reduced against 
the corresponding value from sample 2.And finally, with the value of each measure 
analyzed, the simple algorithm for calculating the average value was used to calculate 
the value of each level-2 measure, and the comprehensive comparison and analysis 
results between sample 1 sample 2 were eventually obtained. 

In the simulation-experiment process for sample1 and sample 2, we recorded and 
acquired the red force’s and the blue force’s mission data with each action assigned to 
the red force and the blue force regarded as a mission and the effectiveness of the 
finished mission used to measure the contribution that the C2 system had made to the 
operation system’s operational capability. Through the analysis of the experiment 
data, we obtained the situation of mission finishing by the red force and the blue 
force, from which we discovered the C2 system’s multiplication effect over the entire 
SoS operation. 
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We also conducted the optimization-oriented comparison-based analysis of re-
quirements, and set parameter data and the corresponding models for sample 3 to 
sample n. In the same typical scenario, we ran the samples and acquired the red 
force’s and the blue force’s mission-finishing results data with the data-cleaning pro-
gram run and the singular values discarded. Through comparison-based analysis of 
sample 1 and respectively each element of the “sample 3, sample 4, … , sample n” 
set, we got the result of whether the optimized parameters can influence the opera-
tional effectiveness and, if there was influence, in what way and to what extent. 

5 Conclusion 

With the DF’s requirement of the C2 system getting increasingly tough, the effective-
ness evaluation of the DF C2 system has become increasingly important as the  
evaluation directly influences the entire process of the system from requirement ar-
gumentation, through design and development, to application. 

The effective simulation experimentation based approach for comparison-based 
evaluation has such features as low risk, high efficiency, low cost, repeatable experi-
mentation and readiness for quantitative analysis, and therefore has become a power-
ful means for analyzing and evaluating the C2 system’s effectiveness. Adopting this 
approach, this ongoing project has achieved early research results, which have proved 
the feasibility of this approach.  
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Abstract. Rapid innovations of ICT enable ubiquitous, mobile and smart comput-
er applications almost anywhere at any time. Permanently growing pervasiveness 
of these systems and applications at reasonable costs leads to significant changes 
of learning and training platforms and environments. While virtual simulation and 
virtual reality have played a dominant role as training platforms over past years, 
serious games are now receiving more and more attention due to added visualiza-
tion, AI capabilities, and their availability on smart mobile devices.  

As design and development of a smart game is extremely complex and ex-
pensive, its sale depends on its attraction for a broad gamer community (ranging 
from “digital nerds” to novice users) and on multiple usability. Therefore, the 
cost-effective development of a game-based learning and training platform for 
very specific domains like in our case for military, medical or first aid applica-
tions with limited number of potential users require the design of flexible,  
cost-effective game architectures for multiple use. This paper proposes such a 
flexible serious game architecture as first aid and medical emergency training 
platform for military personal. It reports on a research project sponsored by the 
German Federal Armed Forces (Bundeswehr). 

1 Introduction 

Our developing information and knowledge societies require life-long learning and 
location-independent training capabilities, which create needs for innovative learning 
and training environments and concepts. The current development of computer and 
communication technologies (ICT) towards pervasive and smart computing offers 
new possibilities for learning and training, e.g. for blended learning, virtual simulation 
or serious game applications. As a consequence of these ICT trends, access to and 
application of information and expert knowledge is increasingly feasible almost any 
time at any location, thereby providing solutions to meet those learning needs. 
Though younger users can mostly cope with this smart and ubiquitous computing, and 
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as experts of a specific domain are having different learning requirements compared 
to novice users, such learning platforms have to be adaptable to the needs of a wide 
range of users. 

2 Project Requirements for a Cost-Effective Training Platform 

Modern military forces have sought to reduce deaths on the battlefield by training  
large numbers of ordinary troops to offer fast and excellent battlefield first aid of  
particularly lethal injuries even when a medic is not present. As recent military conflicts 
have shown, intensive training of Tactical Combat Casualty Care (TCCC) principles 
can save lives on a battlefield (see Ref. (1)). To train these TCCC principles, trainees 
have to learn to follow a sequence of simple life saving steps and strict priorities (tri-
age, diagnosis, treatment). To be effective, those training methods have to be 
grounded on various kinds of simulated tactical scenarios which are expected to lead 
the trainee to apply correct first aid or medical treatment in case of an emergency 
under stress.  

With respect to current ICT trends mentioned above, the primary goal of our re-
search project is to develop a concept and demonstrator of a flexible, adaptable and 
user-friendly learning and training platform for these kinds of application. Regarding 
major requirements for multiple first aid and emergency medical trainings in a typical 
military scenario, the project and its included research had to meet requirements 
summarized in Fig. 1. A second goal of the project is to forward a concept of a mod-
ular training platform flexible enough to be adaptable to various kinds of scenarios 
(e.g. non-military ones), training purposes (injury diagnosis, treatments) and trainee 
profiles (first aid responders or medics). 

 

 

Fig. 1. General Project Requirements 
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Taking together all the requirements mentioned above and in consensus with the 
project sponsor we decided to focus our research and concept development towards a 
serious game based training platform. While powerful and sophisticated interactive, 
virtual simulation applications and virtual reality platforms are also widely used for 
these kinds of training, these require the availability of trainer capacities for briefing, 
trainee guidance and debriefing, which is not available everywhere or anytime. In 
case of virtual reality training environments, a non-standard and often expensive 
equipment and infrastructure are required in addition. Meanwhile, serious game plat-
forms offer excellent visualization capabilities for demonstrating realistic stories in 
domain specific scenarios, and enable interactions between players. They also offer 
AI capabilities to implement some rule-based or case-based pedagogic guidance, as 
well as briefing and debriefing capabilities reacting on the trainees activities during 
the game. 

3 Proposed Modeling Approach and SanTrain Architecture 

According to the project goals and constraints mentioned in section 2, our conceptual 
approach for the development of a serious game architecture had to consider the fol-
lowing major demands:   

- The concept has to offer an effective blended learning and mobile train-
ing environment for trainees with different cognitive skills and abilities 
(e.g. first aid responders or medics).  

- As interactions between trainee and a personal trainer will be not availa-
ble in gaming mode, abilities and didactic experiences of a trainer have 
to be modeled and represented in the game as far as possible (Media Di-
dactic Model).  

- As the training platform should train cognitive skills of trainees regard-
ing certain types of injuries, pathophysiology of the human body has to 
be modeled very precise as far as relevant for diagnosis and treatment for 
those injuries, e.g. for first aid actions as well as intensive medical care 
(Physiology Model). 

- In different scenarios – especially in, but not limited to military ones - 
trainees have to learn how to react tactically in a specific setting and sce-
nario before starting first aid actions (Tactical Model). 

As result of our research we propose a modular serious game architecture for such a 
training platform, described in Fig. 2 as generic SanTrain architecture. 
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Fig. 2. Proposed Generic SanTrain Architecture 

As the trainees background and skills as well as their respective training goals can 
be very different, the Pathophysiology Model of the vital system has to be able to 
represent all visible vital signs at the patient´s body important for diagnosis, as well as 
all vital parameters that are relevant for modeling human pathophysiology, conse-
quences of injuries, as well as effects of first aid or medical treatments (Medical 
Model): 

 

Fig. 3. Basic Relations between Scenario, Player, and Pathophysiology Model 
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4 SanTrain Demonstrator  

As proof of concept, we have already implemented a SanTrain demonstrator with 
single-user interface and 2D-visualization. This demonstrator includes implementa-
tions of a Physiology Model and a Medical Model for first aid treatment (especially 
for extremity hemorrhage, tension pneumothorax, and airway obstruction), according 
to TCCC, as well as simplified Tactical and Media Didactic Models. Fig. 4 shows a 
screen shot of its current user interface. This demonstrator was and still is used for 
validation and plausibility checks of the models involved, especially for the Physiolo-
gy and Medical models which are safety critical core models and implementations for 
correct training (see Ref. (3) and (4)).  

 

Fig. 4. SanTrain Demonstrator: Visualization for the Trainee 

Basic modeled components of a casualty – visible as well as invisible ones - are 
shown in Fig. 5 

 

Fig. 5. Basic Components of a Casualty Avatar 
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5 Conclusions and Future Works 

The proposed SanTrain concept and architecture are forming the basis for fulfilling 
the above mentioned general and specific project requirements and constraints. The 
separation of pathophysiological, medical and tactical models which interact through 
well-defined interfaces offers the required flexibility for singular model respectively 
modul maintenance, extensions, or exchange, which might be required for different 
skill levels of trainees or training goals, as well as for others than military application 
domains. Feasibility of the SanTrain conceptual modeling approach and its proposed 
architecture could be already successfully demonstrated by our 2D-demonstrator im-
plementation, by function tests, as well as by some major plausibility checks and vali-
dation activities. 

Our current Research and Works are Focused on: 

• Further intensive plausibility checks and validation of the Physiology and Medical 
Models, 

• 3D-implementation of SanTrain as a single-player serious game for TCCC training 
based on the demonstrator experiences, 

• conceptualization of a mobile version with off-the-shelf smart products, 
• development of a multiplayer version, 
• empirical analyses regarding user acceptance and training effectiveness of the 

training platform. 
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Abstract. With recent development of personal computer, interactive learning 
tools for educational purposes have evolved, from the use of blackboard and 
physical objects to the recent use of graphical animations on Personal 
Computers and Tablet PCs. The use of technology not only increases the 
effectiveness of personal computer as an educational tool, it also helps in 
engaging a learner. In this paper we attempt to create a computerized version of 
the popular beer program albeit with the use of 3D animation using an off-shelf 
simulation tool namely FlexsimTM Simulation System. The approach has 
expanded the usage of an industrial simulation tool from just a simulation and 
modelling tool to be used as a platform for interactive game development for 
educational purpose. With the built-in feature in 3D graphic animation it also 
shorten the time required to develop the game model.  

Keywords: Game, SCM, Simulation. 

1 Introduction 

The purpose of this paper is to present how  a simulation tool can be used to develop 
educational interactive tool. Discrete computer simulation software has been used in 
solving operation management problems in many industries. With the advancement of 
computer technology and the speed of graphic image processing, there is great 
improvement in the development of 3D graphic presentation to animate processes in 
the simulation modelling [1]. This enhances the presentation and understanding of the 
simulation model which is supposed to present the actual process flow. In order to 
equip the school leaver for the industries, institutions have been using it to teach, train 
and conduct research in Simulation and Modelling. The demand for computer 
interactive educational tool increases with time. 

Hence we felt that simulation tool could also contribute to the development of such 
educational tool due to the available development features such as customization 
using code, the ability to handle images and animations and the possibility to interact 
with the users and other devices. Our approach is to attempt to create a popular beer 
game using one such simulation tool. 
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2 Beer Game 

Beer Game was first designed as an interactive game in the 1960s by MIT [2]. The 
game was adopted by many Supply Chain Management studies to demonstrate the 
extreme change in the supply position upstream in the supply chain which could be 
generated by a small change in demand downstream in the supply chain (known as 
“Bullwhip Effect”) [3]. In the past 50 odd years, new technology has being employed 
in the recreation of the Beer Game albeit with improvements. The original Beer Game 
introduced by MIT in the 1960s was done using paper and pencils with groups of 
learners playing different roles in the supply chain. In year 2007, a 2D single player 
Beer Game was created and written in C++ programing language, where a paper has 
been written and discussed [4]. In recent years, a web-based version in which allows 
participation of multiple players has been created by MIT students using Java 
programing language.  

2.1 2D Beer Game  

The 2D Beer Game, a single player game, consists of 4 supply chain layers:  factory, 
distributor, wholesaler and retailer. A single player can play the manager role of any 
of these 4 layers, and the computer will play the other layers’ role. It is assumed that 
order quantities of each layer are not known to the other layers. The game is played 
for a number of rounds. In each round, the manager will have to decide on its order 
size and communicate only this to his upstream supplier. Information is transferred 
with delays because of lead time as in real operations and also resulted in delay.  

Under these conditions, even with almost stable consumer demand, inventories, 
backlogs and their respective costs incurred in each supply chain layers accumulate 
considerably. This game successfully showcases the bullwhip effect, which is a result 
of local decision made with insufficient information. 

A typical view of the beer game that had being created using 2D graphic 
representation is shown in Fig. 1 [2]. It uses graphics of a side view of a truck to 
represent the 2 units of delay times, and a side view of a building to represent 
warehouse that contains the inventory.  

 

Fig. 1. Snapshot of a 2D beer game 
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2.2 3D Beer Game Requirements 

Creation of a 3D beer game requires the following abilities in the software program.  

a) Firstly, it needs to allow for import of 3D graphics. This gives us free hand on 
design of the presentation of the game, where lots of existing 3D graphics can be 
found on the web. For example, how our carton of beer is represented.  

b) Secondly, it needs to be capable of animating the movement of imported 3D 
graphics, such as  the movement of trucks or ships  transporting cartons of beer 
between different locations, for example, between factory and distributor, during 
the game play.  

c) Thirdly, a mechanism that allows creation of decision points to process or 
compute the cost, order fulfilment quantity and shipment quantity of every supply 
chain layer. 

d) Fourthly, it needs to provide capability of customizing graphical user interface. 
The graphical user interface will includes dialog boxes, where user can input 
information such as the order size. The program should include the presentation 
of results using graphs and/or table. It will be helpful in the presentation of the 
KPI, that is, the cost incurred by the supply chain layer.  

Base on the above requirements, there can have a few approaches in creating the 
3D beer program. The often used approach is to identify a 3D game engine which 
fulfils the first 2 requirements preferably provides as much capability either through 
directly providing the third and fourth requirements, or allowing of plugin libraries to 
achieve them. This approach requires familiarity in the development of 3D game 
engine. As we are creating an educational tool for study of supply chain management, 
it may not be easy to find someone that possesses both the knowledge of supply chain 
management and development skill in 3D engine environment. Though we can have 
project that involves cross faculty experts, it definitely is a better approach if experts 
in supply chain management can also be the developer of supply chain management 
education tool. 

2.3 3D Beer Game  

The above 4 requirements can be met by a commercial supply chain simulation tool 
FlexSimTM (http://www.flexsim.com). This software has several levels of animation – 
virtual reality (VR), 3D and 2D. The engine enables fast and dramatic presentation of 
the animation and graphics. This software has discrete event simulation engine which 
fulfils the third requirement, whereby when an order is received, this event will 
trigger a series of events such as delivering goods to downstream, receiving goods 
from upstream and update of stock in warehouse. We have used this simulation 
software and created a version of the beer game, and here onwards we shall refer to it 
as the 3D Beer Game.  

The 3D Beer Program is a single player (desktop) game. The game begins with a 
user interface which allows the player to choose the game configuration. There are 
two possible configurations. The first one consists only of a Retailer Layer and  
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Factory Layer. It  simulates a “centralized mode” as describe in [5]. The other has  
all 4 layers, that is, Retailer, Distributor, Wholesaler and Factory. The “centralized 
mode” is devised in an improved version of beer game created by Kaminsky. It 
collapses the factory, distributor and wholesaler into a single layer. This takes into 
consideration where the same owner operates all 3 layers, that is, factory, distributor 
and wholesaler. 

Fig.2 shows the 2 game configurations. The left figure shows the first 
configuration with Retail and Factory Layers. The right figure shows the 
configuration with Retail, Distributors, Wholesales and Factory. The coloured frame 
details the boundaries of each supply chain layer, that is, cost incurred by manager of 
each supply chain layer. 
 

Fig. 2. Overall Representation of various “Play” modes 

The left hand picture of Fig. 3 shows the Factory with trucks and trains moving 
towards the warehouse. The game presents the feature of transport delay time 
visually, with animated movement of trucks and trains representing time needed to 
“move” products from one geological location to another. The animated movement of 
stacking goods in the pictorial warehouse gives intuitive information of inventory in 
various layer of supply chain, while the actual inventory amount is displayed nearby. 
The quantity of goods in transport is displayed near the vehicle.  

The right hand picture of Fig. 3 shows the City View which represents the Retail 
Layer. The high rise buildings with “people” provide visual representation of the 
consumer purchasing products. These provide more contextual information compare 
to a typical 2D game where lines are used to represent connection and static pictures 
with text use to label various layers.  

This game will run for a number of rounds. Each round, the duration of the game is 
determined by the simulation time counter. When the predefined simulation time is 
reached, the model will pause and brings up the dialog box that allows the player to 
enter his order quantity. The player can continue with the game after the “Run” button 
is clicked.   

At the end of the game, a final reporting dialog box will show the final costs incur 
in the game, as shown in Fig. 4. There are two parts in the final report. The first part is 
the inventory, order and fulfilment status for each layer in each round. The second 
part is Total Cost, Inventory Holding Cost and Backlog Cost for each layer derived 
from the inventory condition in each round.  
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Fig. 3. Transport View and City View 

 

 
Fig. 4. Summary and Detail Report of the game  

3 Conclusion 

It is common to find simulation tool in an education institute. Simulation technology 
is a mature technology that is being employed in many different fields of study. In 
Supply Chain Management studies, simulation is often used to study the effect that 
changes in variable(s) have in overall performance of a supply chain [5]. Recent 
development of supporting 3D graphics in simulation tools enables the presentation of 
the intricate relationship between the different layers in the supply chain.  The 
simulation model will further enhance the learning bullwhip effect in supply chain 
management. 

The 3D beer game is created using only features provided within the simulation 
tool itself. The simulation model is relatively simple model. The customized logic is 
created using FlexScriptTM language, which is utilized in the creation of the scheduled 
events. The graphical interface is provided therein  and with some logic customization 
using FlexScriptTM to present the final calculated cost. As all the features are provided 
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within the same tool, the development depends on familiarity of the tool. With the 
further enhancement in this tool and its technology, it is  possible that game 
developers could develop computer game even with external input device such as 
joystick using this platform [6] [7].  
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Abstract. We present an efficient framework for fluid-solid coupling,
including both rigid and elastic bodies. Based on a unified particle model,
we apply different coupling scheme for fluid-solid and solid-solid coupling
respectively. Realistic and versatility are achieved by coupling all the
objects adaptively. With the help of GPU accelerating, we gain a real-
time simulation.

Keywords: SPH, fluid, rigid, elastic, plastic.

1 Introduction

The fluid simulation has always been a hot topic in computer graphics due to
its varied behaviors, including wave, vortex, droplet, bubbles and foam. And it
gets more interesting when fluid interacts with solid, which is universal in the
real world: A boat float in the lake, a balloon imbues with water, coffee pours
on the cloth, there is a inevitable need for fluid-solid coupling simulation which
could be widely used in computer games, virtual surgery, film-making and so on.

In order to capture the diverse behaviors between fluid and solid, various
methods have been developed in this field. Both the fluid and solid simulation
could be divided into two main categories: mesh-based and mesh-free methods.
The Lagrangian method is a based on particles, whose free nature enables more
details of fluid behavior to be presented. The Smoothed Particle Hydrodynam-
ics (SPH) could be extended to simulate different kinds of solids, as well as
phase changing. Undeniable, Mesh-based method gains noticeable achievements
in these areas. However, the grid structure makes it hard for reconstruction
when simulating complex physical phenomena such as solidifying and fusion.
Besides, the development of GPU technologies also contributes to the wide use
of Lagrangian method.

The main contribution of this work is a Lagrangian simulation framework
which captures the behavior of two-way fluid-solid coupling. With a unified par-
ticle representation of both fluid and solid, we integrate various physical dynam-
ics to model different kinds of solids. An effective coupling scheme is presented
which suits our GPU accelerating platform.

G. Tan et al. (Eds.): AsiaSim 2013, CCIS 402, pp. 373–378, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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2 Related Work

SPH is a lagrangian method for fluid simulation. Muller [1] derived force fields
from the famous Navier-Stokes equation and designed classical smoothing kernels
for viscosity and pressure calculating. Based on previous work, fluid simulation
was speed up with more details. Solid simulation is a well-studied subject and
numerous methods are established such as FEM, FVM, position-based meth-
ods, a detail survey is presented in [2]. Many kinds of solids could be modeled,
such as glass, ice, rubber, cloth, accompany with numerous interesting natural
phenomena: fracture, melting, fusion, solidification and so on.

The behavior between fluid and solids is complex. Apart from porous ma-
terials , the key problem in fluid-solid coupling is to avoid penetration at the
boundary of solids and achieve realistic effect. Lennard-Jones penalty force pre-
vailed in the boundary handling while its limitations calls for other innovations.
Freezing particles and ghost particles are proposed to solve the problem. Ihmsen
[3] discussed these methods and introduced PCISPH algorithm. However, it’s
one-way coupling and time consuming.

With so many methods presented, our method is inspired by the ideal of [4,5].
We apply a unified particle representation of fluid and solids, specific physical-
based models are implemented to model different kinds of solids including rigid,
elastic and plastic bodies. We revised the work of [5] to simulate the fluid-solid
coupling, while it introduced additional physical engines to handle the interaction
of solids. Here we improve the work of modeling granular materials [6] and realize
an adaptive collision scheme.

3 Fluid-Solid Coupling

3.1 Framework Overview

In this section, we describe a two-way fluid-solid coupling based on the GPU
accelerating platform. Section 3.2 presents a brief introduction of several basic
physical models used in our system, followed by a description of our coupling
scheme in section 3.3. The results are discussed in Section 4.

3.2 Physical Model

SPH Concept. Our fluid simulation is based on Weakly Compressible
Smoothed Hydrodynamics (WCSPH)[7], We revise the classical equations of
SPH to highlight the contribution of particle’s volume:

ρi = ρ0
∑
j

VjW (rij , h) (1)

fi
pressure = −Vi

∑
j

Vj(
Pi + Pj

2
)∇W (rij , h) (2)

fi
viscosity = μVi

∑
j

Vj(νj − νi)∇2W (rij , h) (3)
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Solid Bodies. We present both rigid and deformable bodies in this paper, the
former is based on rigid dynamics[8]. The motion of rigid body is divided into
translation and rotation. On our parallel platform, We focus on the behavior of
single particle rather that the whole body. With the linear and angular velocity
of the body calculated, the velocity of single particle is presented by:

νi = νlinear + ω × ri (4)

Fig. 1. A teapot is involved to the center of the vortex

Compared with rigid bodies, elastic bodies deform when force is exerted on the
body. Muller [9] proposed a point based elasticity model derived from continuum
mechanics. We implemented this work and made some modification.Considering
we only use the surface particles of solids so the number of neighbor particles
decreases, which may lead to errors when computing the displacement gradient
with Moving Least Squares. Besides, time spend on the inversion of matrix far
exceeds the calculation of vector. So we replaced MLS with SPH method [4]. We
revise the elastic force equation in order to gain a symmetric force between a
pair of particles, which also suits our parallel platform.

fij = (ViJiσi + VjJjσj)dij (5)

Fig. 2. A ball deforms under gravity, the plastic range is increased from left to right

While there is no pure elasticity objects in the world. When the deformation
exceeds the threshold, the counter energy is absorbed by the material and the
shape is changed permanently. We implement the work of [10] to model plasticity.
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3.3 Coupling Scheme

An efficiency method was proposed in [5] to handle the fluid-solid coupling. It
takes the contribution of boundary solid particles to influence the behaviors of
fluid particles, which is actually an improvement of ”freezing particles” method.
Only a little modification of classical SPH equations is needed to handle the
force between fluid and solid particles:

fij = −ViVj
solid(

Pi + Pj

2
)∇W (rij , h) + μViVj

solid(νj − νi)∇2W (rij , h) (6)

In our experiments the fluid sticks to the solid due to the viscosity. Here we
choose smaller viscosity coefficient to make the fluid flows smoothly on the solid.
And the coefficient value depends on the attribute of solid. For example, the
fluid behaves more sticky when flowing on the cloth than the glass.

While [5] used bullet to handle the collision between rigid bodies. Here we pro-
pose a adaptive coupling scheme for different kinds of solids. Instead of studying
the collision of different bodies in the macroscopic view, we focus on the inter-
action between pairs of particles in the contact region. This discrete method not
only simplifies the problem, but also enables parallel computing.

We extend the work of simulating granular materials [6]. In this model, every
particle stands for a sphere with a radius R. A little overlap is acceptable and
its used to compute the contact force. We set the value of R related to the
particle’s volume, which prevents penetration in coarsely sampled region. The
contact force is based on Hertz theory, which takes the attributes of materials
into consideration:

Fn = −(kdξ
1
2 νn + krξ

3
2 ) (7)

Where ξ is the overlap between two spheres, and νn is the magnitude of
normal velocity. kd and kr is viscous damping and elastic restoration coefficient
respectively. And all these variables are depends on physic attributes such as
velocity, particle’s radius, Young’s modulus.

4 Results

We have presented several scenarios on 2.67GHz Intel(R) core(TM) i5 PC with
a NVIDIA GeForce GTX 480 graphics card. The rendering is achieved by our
own pipeline, as for elastic bodies, we turn to POV-Ray.

Fig. 1 shows a teapot flows in vortex, the two kinds of rotation illustrate the
physical description of rigid bodies. The teapot is represented by 7207 surface
particles, dropped into 63K fluid particles. The time for just fluid simulation is
0.013 seconds per frame. And it increases to 0.065 when 10 teapots were added.

An elastic ball with 6K particles is shown in Fig. 2. The young’s modulus is
13 ·106N/m2. We set the elastic limit to be 0.013, and the ball got flat more and
more when the plastic limit increased from 0.009 to 0.08. The right-most picture
illustrates that the deformation energy is totally absorbed by the material.
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Fig. 3. A teapot is bounced off by an elastic panel whose corners are fixed

In Fig. 3, The red elastic panel is represented by only one layer of 16K par-
ticles. Collision exists between the teapot and the panel, as well as the lid and
the teapot. The young’s modulus of the panel and teapot are 107N/m2 and
5500N/m2 respectively. So the collision effect of teapot-lip is different from that
of teapot-panel. The average collision radius is 0.006 while the smooth radius of
this scenario is 0.037. And the average collision duration is about 0.007 seconds.

Fig. 4. Water falls into the elastic panel and flows into the goblet

The fluid-rigid and fluid-elastic coupling both exists in Fig. 4, We set the
viscosity coefficient of the panel lager than that of the goblet. The water flowed
down the elastic panel and stick to the panel a little and spread out, dropped
into the goblet and splashed. It takes about 0.021 seconds for each frame.

Compared with [5,11], no physical engines are used and the flexibility of ma-
terials is implemented in our system. [4] focus on the state change of solids
while pays little attention to the interaction between objects. With the adaptive
coupling scheme presented in our paper, realistic and versatility are achieved.

5 Conclusions and Future Work

We presented a unified particle model for fluid-solid simulation. Real-time effect
is gained with the acceleration of GPU platform. We improved existing fluid-
solid and solid-solid coupling scheme to cater the free natural of particles, which
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enables us to present vivid behaviors between fluid and solids. Air particles
may be introduced into our system in the future. While problems exist in our
system. The elastic particles oscillate in regions undergoing large deformation.
This happens when the impact velocity is high in collision. Overall, our method
is a unified particle solution of fluid-solid coupling.
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Technology Research and Development Program of China under Grant
No.2013AA013803.
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Abstract. Outlier in simulation can help people to know the defect of simula-
tion system. With the rapid expansion of data scale, conventional outlier detec-
tion methods begin to have trouble dealing with large datasets. In this paper, we 
propose an Entropy based Fast Detection (EFD) algorithm which incorporates 
the new ideas in handling big data. The algorithm takes the information entropy 
measure as the core, with attribute frequency value as the auxiliary. By means 
of rapid computation of decreased entropy, the outliers can be got quickly. The 
results show that EFD algorithm can detect the outliers in high efficiency with-
out obvious loss of accuracy. 

Keywords: Outlier, Information Entropy, Big data. 

1 Introduction 

Outlier detection is to find the data which deviate from the other obviously from mas-
sive data. What is outlier? Hawkins’s definition[1] exposes the essence of outlier to a 
certain extent. “An outlier is an observation that deviates so much from other observa-
tions as to arouse suspicion that it was generated by a different mechanism.” By 
means of researching on outlier, people can find some unexpected knowledge but 
usually very useful. Because of its great value, outlier detection has been widely used 
in different fields. 

In simulation field, because simulation system scale continues becoming larger, the 
data size researchers can utilize also becomes bigger than ever, and therefore it is 
usually hard to evaluate the credibility of simulation system directly by analyzing 
massive data. Outlier can provide additional information to indicate the fault of sys-
tem and help to improve the system performance. 

Facing massive data, many conventional methods are not suitable for large datasets 
anymore. In Viktor Mayer-Schonberger’s “big data”, one important shift he put  
forward in analyzing big data is “mass data permits us to loosen up our desire for 
exactitude”[3]. Based on this thinking, in this paper we present an efficiently outlier 
detection algorithm that can perform well for large dataset.  

2 Related Works 

Previous researches on outlier detection mainly focus on the following directions: 
Statistics based methods[4]: Assuming data to be detected meet the model of certain 

distribution, the data does not follow the distribution is considered to be the outlier.  
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Clustering based methods: these methods are generated when applying clustering 
methods on data mining, and outlier is generated as byproduct. 

Neighbor based methods: by means of comparing the difference degree with its 
neighbor. According to the different measure, the methods can be divided into two 
kinds: distance-based method[5] and density method[6].  

Entropy based methods: according to the measure of information entropy such as 
Kolmogorov complexity, information entropy and so on, analyze the content of in-
formation to decide the outliers. 

Statistics based algorithm requires distribution characteristic in advance, which 
limits its range of application. Rajarman stated that because of “curse of dimensionali-
ty”, in high-dimensional space the distances between every point are almost the 
same[7], which indicates the distance based algorithms that no longer suit for large 
dataset. Entropy based methods is a relatively good way to handle the problem. 

3 Entropy Based Fast Detection (EFD) Algorithm 

3.1 Problem Formulation 

Information entropy put forward by Shannon is used measure the disorder of a sys-
tem. If  is a random variable, and  is the set of values it can take, and  
is the probability function of , then the entropy  can be defined as follows:  

 ∑ p(x)  log(p(x))x∈S x  (1) 

As entropy measures the degree of disorder, entropy based outlier detect algorithm 
is based on the following hypothesis: the lower the entropy is, the cleaner the data is; 
the higher the entropy is, the more chaotic the data is. So if the removing of some data 
will make the entropy of the dataset become lower, these points could be the outlier. 
The points which will make the highest decreased entropy are the outliers. If  out-
liers are wanted, what we need to get is a sub dataset O which can satisfy: 

 
min E D O, | |  (2) 

This is an optimization problem in fact. To simplify the question, we assume the 
independence of different attribute. For a multivariable vector x , , … , , 
Equation (1) can be transformed into Equation (3).  E x … , … , log , … ,

∈S∈S

 

  (3) 

He proposed a Local-Search heuristic based algorithm9 (denoted by LSA) and Fast 
Greedy Algorithm8 to solve the problem. Fast Greedy Algorithm has better perfor-
mance, but facing large data set, its computation process is still complicated and the 
efficiency is not ideal.  Our work is based on this method. 
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3.2 The Algorithm 

If one record in a dataset is removed, the entropy will change. He has proved that 
after removing one record, the decreased entropy values is8 

 ∑  (4) 

Where  is the attribute w of record i, and  is the current frequency count 
of , and  is the number of records remained in dataset. Detailed proof can be 
found on literature8. If k outliers are wanted, the decrease value should be calculated 
for k times, and get one outlier which holds the highest value each time.  

In his algorithm this computation is the elementary operation and its time complex-
ity is O(1). Actually, the implementation of function “log” is very complex in com-
puter, and it cannot be finished in few clock cycles. In most cases “log” computation 
will expand to Taylor series, which will consume a lot of time. 

Let us continue the derivation. 11 log 1 11 1
1 1 1 1  

1 log 11 11  

 
∑

 (5) 

In fact, to mine the outlier, the exact decreased value is not important. What we 
need to know is the sequence of these values. Considering the result we have de-
duced, the values of the second term and the denominator in the first term are con-
stant. So the decreased value is determined by this function: 

 1 log 1 log  (6) 

Where the variable X is the frequency. The value X can take must be integer, so it 
can be calculated in advance and stored in memory. When the value is needed, it can 
be obtained from the memory directly with nearly no delay. It is a time-space tra-
deoff. Next let us estimate the memory space needed to store these values. 

For a double variable to store the function result, it needs 4 bytes. So if 1,000,000 
frequencies are needed, the total space is 4*1M=4M. This is perfectly acceptable. And 
different attributes can use this vector together. 

As we mentioned in Section 1, speed is more important than accuracy. Actually  
for big data, the data is distributed sparse[7]. So if the data size is big enough, the 
frequencies of these outliers are usually very small. After removing some outliers, the 
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sequence of the decreased entropy of remaining points in most cases will not change. 
Therefore it is not necessary to scan the data for many times to get the results. In EFD 
algorithm, the decreased value for every data will be calculated for only once, and the 
data take the most k highest value will be regarded as the outliers. This will avoid 
multiple scans of the data, which will save lots of time certainly. 

As the data distribution is sparse, maybe more than one point will be selected at the 
same time. In this case, it is necessary to rank them and select the most possible out-
liers. Here Attribute Value Frequency (AVF) is introduced to assist decision. 

AVF is proposed by Koufakou10 which is used as a fast outlier detection strategy. 
Here AVF is used as an auxiliary criterion to improve the accuracy of our outlier de-
tection. Different from the original definition of AVF, here AVF is: 

 AVF i ∑  (7) 

It can be seen that AVF equals to the sum of every attribute frequency. If the AVF 
is low, it means that the attributes of the record tend to be rare, and the chance that the 
record is the outlier is high. When two or more records have the same decreased en-
tropy, the AVF will be used to sequence these records. 

3.3 Time and Space Complexities 

It is designated that the size of dataset is n, and the number of attributes is m, and the 
outlier number k, and the mean number of distinct value of every attribute is p.  

The time complexity in initialization phase is O(nm), and the time complexity in 
computation phase is O(nm), and the time complexity in sorting phase is O(nk). 
Usually k is bigger than the m, so the total time complexity is O(nk). 

To store the frequencies of every attribute, m hash tables are needed, and the space 
complexity of these tables is O(pm). If the dataset need to be stored in memory, the 
space complexity is O(mn). So the space complexity of EFD algorithm is O((p+n)m). 

4 Experiments 

4.1 Experiments Design 

EFD algorithm is implemented in C++, and to compare conveniently, Fast Greedy 
Algorithm is also implemented on our platform. All the experiments are ran on a PC 
with a Core 2 2.66GHz processor and 4GB of RAM. 

Two experiments were carried. Experiment 1 is intended to test the accuracy of 
EFD algorithm, and experiment 2 is intended to test the efficiency of EFD algorithm. 

4.2 Result on Experiment 1 

The dataset used for test is the Wisconsin breast cancer data set from UCI Machine 
Learning Repository. The original dataset has 699 points and 9 attributes. Following 
Harkins[11], only of every sixth malignant record is kept, resulting in 39 outliers (8%) 
and 444 non-outliers (92%). 
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Table 1 shows the result of detection accuracy by different algorithms. The first 
column is the outlier number wanted, and the other columns is the outlier number that 
every algorithm can detect. 

Table 1. Result On Breast cancer dataset 

Outlier number EFD Greedy 
8 7 8 
16 15 15 
24 22 22 
32 27 29 
40 33 33 
48 36 37 
56 39 39 

 
It can be seen that the performance of algorithm is not as good as that of Fast 

Greedy Algorithm. As it is mentioned before, the speed is more important than the 
accuracy. The accuracy of EFD algorithm is little worse, but acceptable. 

4.3 Result on Experiment 2 

This experiment is to test the speed and scalability of the algorithms. The large dataset 
is creased by GAClust developed by Dana Cristofor. The dataset is only used for the 
scalability test, and the detection result makes no sense. For the setup of GAClust, the 
number of attributes, the number of classes and the random generator seed is set to be 
20, 50 and 5. In all 5 datasets are got with data sizes 100,000, 200,000, 300,000, 
400,000 and 500,000. The outlier number is set to 0.1%, which is 100, 200, 300, 400 
and 500. The test result is shown in Fig. 1. 
 

 

Fig. 1. Result on Artificial Dataset 

As shown in Fig.1, the Fast Greedy Algorithm increases at geometric series as  
the data size grows. Actually, the running time of EFD algorithm in these datasets is 
always 1 second. 
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5 Conclusion 

With the arrival of the big data age, conventional detection algorithm cannot do well 
in outlier mining. Based on the new idea during big data handling, the following work 
are done in this paper: optimizes the computation for decreased information entropy; 
simplify the mining process of outlier for fast detection; apply AVF factor to EFD 
algorithm to solve the sequence problem during outlier detection. Experiment results 
show that EFD algorithm can keep the detection accuracy well meanwhile improve 
the efficiency markedly. 
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Abstract. In this paper, we built simulation model of the production
line from one car engine parts plant in Beijing, in order to find proper
solutions to raise productivity. The method of Discrete Event Simulation
was used to construct the simulation model on account of the fact that
production line was a typical discrete event system. Besides, worker het-
erogeneity, stochastic environment and the effect of worker learning and
forgetting were introduced into simulation model to make it closer to
reality. We proposed different schedule policies to manage the running of
production line with the verification from simulation experiments. Then,
by taking advantage of the simulation results obtained previous, we built
the optimization model by applying Markov Decision Process (MDP) to
seek for the best policy promoting the productivity of production line.

Keywords: discrete event simulation, production line, learning and
forgetting, markov decision process.

1 Introduction

The productivity of production line is quite significant because it determines
whether the company can make the best use of its facilities to fulfill customers’
orders. In this paper, we studied a production line from one car engine parts
company, which is located in the suburbs of Beijing. The production line is
made up of numbers of stations, and each station is equipped with one machine
and one fixed worker. All stations are lined up together from beginning to end in
the order of processing sequence. Besides, there is one buffer zone between two
adjacent stations to store temporary products. Those temporary products are
products that have been processed by the previous station and are waiting to be
processed by the afterward station. Moreover, we need to introduce the definition
of procedure, which means that the stations that belong to one procedure share
the same processing technique.

Discrete Event Simulation (DES) is a method to study the system which
events happen at discrete, rather than continuous time points [1]. The system is
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driven forward by the happening of events. As for production line, the status of
the system changes when events, such as products coming to stations, products
being processed and products leaving stations happen [2].

Obviously, workers need to take a rest when they have worked for a long
time. In order to avoid the suspension of production, it is necessary to arrange
alternate workers to take their work. Therefore, we encountered two problems
here. One is that whether the quick switch among different stations for those
alternate workers affects their operation proficiency. The other one is that how
to arrange different alternate workers to different vacant positions.

As for the first problem, the alternate workers need to learn more operation
skills than fixed workers. Therefore, it will cost them more energy and time to
get used to different operation skills [3]. Moreover, if one worker hasn’t worked
at certain station for a period of time, the worker will forget the operation skill
learnt at that station before gradually [4]. In order to simulate this phenomenon,
we introduced the effect of learning and forgetting into the model and built the
learning and forgetting models for every worker, including all fixed workers and
alternate workers within the system.

The study relevant to this effect is broad. Bailey and Yelle conducted a survey
about the learning effect [5]. Globerson discussed how the impact of breaks
influenced operation skill when one worker is performing a repetitive work [6].
Nembhard and Uzumeri studied the effect based on the data collected by bar
code readers and automated acquisition devices from workers in an automotive
electronics component plant [7]. Shafer, Nembhard and Uzumeri [8] studied that
effect as well, focusing on the relation between heterogeneity of worker pool and
assembly line productivity.

The second problem we encountered was solved by Markov Decision Process
(MDP). MDP is a discrete time stochastic control process. At one step, MDP
calculates the expectations of different actions under current status and finds
out the best action. Through iteration, we will obtain the best dynamic action
sequence [9].

In this paper, we firstly built the model of production line based on DES
with the original data from the plant. Then we introduced the worker models
and controlling models, including learning and forgetting effect model into the
system. After that, the action models were integrated to take charge of the
arrangement of alternate workers when there were available positions to work
at. At last, MDP model was applied in the system to optimize the productivity.

2 System Model

2.1 Learning and Forgetting Model

The productivity rate of one worker is

ηws(t) =
λws(t)[ξws(t)]

αw + pws

λws(t)[ξws(t)]αw + pws + rws
, w ∈ {1, 2, · · ·,W}, s ∈ {1, 2, · · ·S} (1)
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ηws(t) is the learning and forgetting discount factor for worker w at station
s, varying from 0 to 1. λws(t) is the number of products finished by worker w
at station s. αw is a constant value which represents the learning and forgetting
level of worker w. pws is the experience that worker w gained at station s before
production starts. rws is the fitted parameters for pws to make pws

pws+rws
= 0.5.

W is the number of workers and S is the number of stations.
ξws(t) is the ratio of working time for worker w during the most recent period

of time t0 to t0, rather than the ratio of average elapsed time to the elapsed
time of the most recent unit produced, which was presented by Nembhard
and Uzumeri [7]. Because the learning and forgetting model by Nembhard and
Uzumeri concentrates on the situation where each worker is only dedicated to
one kind of operation. However, in our model, alternate workers need to master
more than one operation skills.

2.2 Worker/Machine Energy Model

It is expressed above in section 1 that workers need to rest and machines
need maintenance after operating continuously for a relative long time. The
worker/machine energy model is the command center which controls the states
of all workers and machines. When workers or machines are working, their energy
drops. When workers or machines are resting, their energy increases.

2.3 Policy Model

The function of policy model is to manage the alternate workers and arrange
them to different stations which fixed workers are resting. Based on our survey
[10], we raised five policies (actions) as follows.

1. Action 1: Working time priority.
2. Action 2: Buffer quantity priority.
3. Action 3: Load (Working time×Buffer quantity) priority.
4. Action 4: Experience priority.
5. Action 5: Experience priority (worker rests when energy halves).

3 Simulation Model

Figure 1 presents the overall structure of the simulation model and an example
of specific station structure of station 5. The solid arrows in figure 1 stand
for the directions of dataflow. From left to right, Simulation Control Model
is the model that controls the running status of each station. Worker Control
Model andMachine Control Model determine the operation time of every station.
The main function of Worker/Machine Energy Model is updating the conditions
of all workers and machines, based on the data from Storage Area. Learning
and Forgetting Model calculates every worker’s working efficiency in real time.
Worker Status Statistics Model collects data from simulation model and store
data in Storage Area. Policy Model manages the behaviors of alternate workers.



388 Y. Feng, W. Fan, and Y. Qin

Buffer5 Buffer6
Switch5

Procedure2

Station2

Station3

Procedure1

Station1

Procedure3

Station4

Station5

Procedure4

Station6

Procedure17

Station20

Procedure18

Station21

Operation5
Switch6

Worker 
Control 
Model

Machine 
Control 
ModelSimulation

 Control
 Model

Learning and Frogetting
Model

Storage Area

Worker/Machine Energy
Model

The Number of Products Finished 
for Each Worker on Each Station

Worker/Machine Continuous 
Working/Resting Time

Policy Model

Worker Status Statistics
Model

Fixed Worker 
Part

Alternate Worker 
Part

Fig. 1. The structure of production line simulation model

4 Optimization Model

A typical MDP relies on a five dimension tuple, (S, A, {Psa}, γ, R). Within our
model, there are S machines, S fixed workers, 2 alternate workers and S buffers.
Each machine has two states. Each fixed worker also has two states. The states
of one alternate worker are S + 1. Every buffer has two states. Therefore, the
state space is: 2S×2S×(S + 1)2×2S.

However, we can find out that the state space is enormous according to the
parameters of production line. It is larger than 4×1021. Apparently, it is not prac-
tical and possible to implement MDP under such a huge state space. Therefore,
we simplified the state space to 3 states: high level output speed, medium level
output speed and low level output speed, (S1, S2 and S3). The elements of action
set A are the five actions stated above in section 2.3, A = {a1, a2, a3, a4, a5}.

We assume that we have known many state transfer paths as follows:

s2
a1→ s1

a5→ s1
a3→ s3

a4→ s1
a2→ s2

a3→· · ·

Based on the transfer path above, {Psa} can be defined as follows:

Psa(s
′
) =

N(sas
′
)

N(sa)
(2)

N(sas
′
) is the times when we take action a in state s and state s transfers to

s
′
under action a. N(sa) is the times when we take action a in state s.
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We assume function V (s), s ∈ S is the value function of MDP. At the begin-
ning of simulation, V (s) = R(s), ∀s ∈ S. Then, when each time period ends,
V (s), ∀s ∈ S is updated as the function below:

V (s) := R(s) +max
a∈A

γ
∑
s′

Psa(S
′
)V (s

′
) (3)

The amax ∈ A makes the right part of equation 3 reach the maximum value.
So, amax is the optimal action for the coming time period. Moreover, as the
iteration continues, V (s) will become convergence.

5 Simulation Result

Experiments were put forward by contrasting MDP and other five policies (each
policy is linked with only one kind of action). The productivity is judged by
the output of production line during a relative long enough simulation time. In
this paper, the simulation time was set to 4 × 105 (second). And it costs 106.5
seconds to run one time on our computer (IntelR CoreTM2 Quad Q9400, 4GB
RAM), and the outputs are as follows in table 1.

Table 1. Output of production line

MDP a1 ∈ A a2 ∈ A a3 ∈ A a4 ∈ A a5 ∈ A

1 3199 2597 3158 2834 2769 2988

2 3318 2582 3152 2839 2755 2988

3 3317 2588 3174 2849 2743 2996

4 3313 2593 3173 2844 2762 3011

5 3201 2585 3143 2829 2712 2997

μ 3269.6 2589.0 3160.0 2839.0 2748.2 2996

We conducted 5 groups of simulation, and each group contains 6 simulation
processes under 6 different alternate worker assignment policies. It is stated
above that there are 5 basic assignment policies, action 1 to action 5. The 6th
policy is the method of MDP, which is the mixture of those 5 actions. Through
comparison, it is not hard to conclude that the productivity under MDP is the
best because the first row has the maximum output.

6 Conclusion

In this paper, we built the simulation model of the production line from one
car engine parts company. Firstly, through analysis, we proposed the system
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model, integrated with learning and forgetting effect model and alternate worker
assignment policy model. The reason why we introduced learning and forgetting
effect was that this effect precisely describes the situation where some workers
need to learn multiple operation skills rather than one.

Then we simplified the state space and action set so as to obtain the five
dimensions tuple of MDP and make it practical to realize. In order to verify the
effect of MDP, we conducted several experiments with different configurations
in groups. After comparing the results of simulation, it was proved that the
application of MDP truly advanced the productivity.
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Abstract. The simulation practice in discrete event logistics system (DELS) 
domain lacks objective and operable methods in fidelity evaluation and man-
agement which leads to high costs or inadequate effectiveness of simulations. 
This paper provides an approach to evaluate the fidelity of simulation models 
for DELS. Simulation Fidelity is composed of experiment fidelity and model 
fidelity. Model fidelity is described by the ratio between the simulation model 
and the understood reality model. Next, fidelity is divided into four dimensions: 
structural, correlational, temporal and sensorial. Then a three-step operable ap-
proach to evaluate fidelity using Fidelity Evaluation Scale is presented by  
decomposing and analyzing the model in Fidelity Template, enumerating and 
calculating the indicators of the dimensions. An example is given showing how 
the approach is used in simulation practice in logistics context. This approach 
provides an operable and quantitative evaluation of fidelity which will benefit 
the trade-off between the costs and effectiveness of simulations of DELS. 

Keywords: fidelity, evaluation, scale, discrete event, logistics system. 

1 Introduction 

The simulation practice in discrete event logistics system (DELS)  lacks objective 
and operable methods in fidelity evaluation, design and management issues which 
results  in inadequate simulations or too much costs[1]. In order to make cost-
effective simulation, frameworks and operable evaluation methods of fidelity are 
needed.  

Researchers have proposed important frameworks and methods for training simula-
tion[2], distributed interactive simulation[3] and distributed simulation using the HLA 
architecture [4] . Kim discussed simulation fidelity issues to improve simulation mod-
eling productivity and proposed a formal modeling framework for comparing discrete 
event system simulation models in terms of fidelity in the manufacturing field[5]. But 
we have to tailor it or set up a new framework that is more suitable for logistics con-
text. We aim at working out a practical approach to evaluate, design and manage si-
mulation fidelity throughout the process of modeling and simulation within DELS 
domain. This paper is our first step, focusing on how to measure and evaluate fidelity 
of simulations of DELS in practice. 
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In the reminder of this paper, a formal description of fidelity is given in section 2 
and a fidelity dimension division is provided in section 3; then, an operable approach 
to evaluate fidelity using Fidelity Evaluation Scale is presented in section 4; section 5 
shows how Fidelity Evaluation Scale method is used in practice with an example in 
logistics context; conclusions and future work are discussed in section 6. 

2 Concept of Fidelity  

The extant literature presents many definitions of the term fidelity, for example: “The 
degree to which the representation within a simulation is similar to a real world ob-
ject, feature, or condition in a measurable or perceivable manner” [6]. We noticed that 
when people discuss fidelity, two levels are usually included, the structure of  the 
simulation model and its behavior when running simulation. In this paper, we de-
scribe fidelity from the structural aspect.  

Simulation fidelity is composed of experiment fidelity and model fidelity. Experi-
ment fidelity tells how the simulation experiment scheme is designed to achieve the 
simulation objectives while the model fidelity tells how well the model represents the 
object system. A model with high model fidelity is capable to serve a simulation anal-
ysis with low experiment fidelity though this is not economical, but a model with low 
model fidelity will fail to serve a simulation analysis with high experiment fidelity. 
We discuss fidelity on the model fidelity level in this paper. 

We describe fidelity as the ratio between the simulation world and the object real 
world (existing or imagined reality) and fidelity can be formally described as: 

R

S

M

M
Fidelity =                               (1) 

where 
SM  is the simulation model, and 

RM   is the reference model abstracted from 

the understood reality[7]. To find an operable approach to describe SM  and RM ,a 

multi-dimensional metric is always expected. So we will discuss the dimensions next. 

3 Dimensions of Fidelity 

Before working on the fidelity dimensions, we need to understand the characteristics 
of simulations of discrete event logistics system(DELS) and their differences from 
other simulations such as training simulations with a simulator. The DELS simula-
tions possess the following features: the object system is more often a future system 
in imagination than an existing system; the simulation model usually has no hardware 
and no man in-the-loop; the purpose of simulation, in most cases, is to understand, 
analyze, evaluate and optimize the system and in some other cases,  to train or teach 
by simulation; the object system is usually a compound model made up of queuing 
systems, inventory systems, transport network systems and other systems. 

Based on the features of simulation in DELS domain, we divide fidelity into four 
dimensions: structural, correlational, temporal and sensorial. The structural dimension 
tells what sub-systems, components and entities the model contains and the structural 
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characteristics of the entities including position, shape, size, color, etc. The correla-
tional dimension describes the logic relationship between each discrete event that 
happens to each entity. The logic includes: autogenetic logic for independent stochas-
tic arriving events, time-driven events; interactive logic such as the flow sequence 
(input/output), triggering, mutual restrictions; the strategies and algorithms used. The 
temporal dimension tells how well the time features of all discrete events are mod-
eled, namely how well each event happens at the exact moment it should happen. The 
sensorial dimension describes how well the simulation model is built from the view of 
the user’s feeling. Typically, sights, sounds, and tactile sensation are often involved. 

4 Steps to Evaluate the Fidelity of a Simulation Model 

4.1 Step 1: Analyze a Model by a Fidelity Template 

A Fidelity Template is a table structure used to decompose and record the model by 
tree-structured items which is built up according to a class of similar object systems.  

Firstly, we decompose a model from structural dimension into sub-models, mod-
ules, basic process units and enumerate involved entities and their structural parame-
ters. Secondly, from correlational dimension we enumerate all discrete events that 
will happen to each entity and describe all logic relations for each discrete event. 
Thirdly, describe the time features of all discrete events and fourthly, select indicators 
to describe the sensorial dimension. 

After step 1 we get two expansion tables from the original template, referred as  
Fidelity Table, one for the simulation model, the other for the reference model.  

4.2 Step 2: Create a Fidelity Evaluation Scale 

A Fidelity Evaluation Scale is divided into the same four dimensions. Within each 
dimension, we use a two-sub-dimension array to measure the fidelity. The first sub-
dimension is the model structure, and the second sub-dimension are the indicators of 
each dimension summarized from the Fidelity Table gained in step 1. See the example 
of Table 1 in Section 5 . 

4.3 Step 3: Calculate the Ratios in the Fidelity Evaluation Scale 

The last step is to calculate the ratios of all indicators summarized from the Fidelity 
Table for the simulation model against the indicators summarized from the Fidelity 
Table for the reference model accordingly in the Fidelity Evaluation Scale Table.  

5 An Example in Logistics Context 

5.1 The Example Object System and Its Simulation Models 

The example system is a reduced version of a carton cigarette replenishment system 
in a distribution center in which workers take carton cigarettes from cigarette cases in 
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the stockpiling area into the feeding ports of an automatic sorting machine according 
to some replenishment strategies. For the system, we have two models differ in struc-
ture and have different fidelity designs for different modules.  

In Model 1, the two brands of cigarettes in both carton and case units are modeled 
separately and each case has 50 cartons for both brands; carton cigarettes are tempe-
rately stocked in the sorting machine after fed into the ports and the sorting rates of 
carton A and B are modeled as two statistical models; the workers take cartons from 
the cases to the ports and when the quantity of case cigarettes is below the reorder 
point, case cigarettes are replenished immediately; each brand of cigarette has differ-
ent inventory replenishment strategy both at the ‘case’ and the ‘carton’ level; the ma-
nual replenishment process is modeled as a queuing system with workers defined as 
severs, the carton cigarettes modeled as customers and the service time modeled as a 
statistical model based on the data from another distribution center; there is no capaci-
ty limit for workers; in the stockpiling area, Brand A occupies 3 units of stock space, 
and Brand B, 2; one empty case occupies 1 unit of stock space; the model is a 3D 
model and provides animation when running simulation; all entities are cubical with 
different colors; no render effects are in sensorial dimension. 

In Model 2, the two brands of carton cigarettes are modeled as one; the cigarette 
cases, empty cases and  buffer space for empty cases are omitted; at the feeding 
ports, two statistical models are used for each feeding port: the time when a reple-
nishment requirement is generated, and the quantity needed each time; the manual 
replenishment process is modeled as an AVG system with workers modeled as a 
combined mechanism with the arm actions modeled in details and the legs and other 
body parts modeled without action details; the free route is modeled as the fixed 
route; there is capacity limit for workers, 12 cartons at most for each worker each 
time; the model is a 3D model and provides animation when running simulation; all 
entities have a better 3D shape; the model is rendered by light and shadows, and facial 
material textures. 

5.2 Evaluation of the Two Example Simulation Models 

First, we analyze the two simulation models and the reference model by a Fidelity 
Template. We decompose the model into two modules: the stockpiling process of case 
cigarettes (M1) and the manual replenishment process of carton cigarettes (M2) and 
into three levels: the model level, the first and second level of modules. We enume-
rate all entity categories, types and structural parameter types of each entity. Then we 
enumerate all discrete events with their logic relationships listed. Next we enumerate 
the events that adopt simplification on time features and finally select some sensorial 
indicators to describe the sensorial dimension. Analysis results are listed in the tree-
structured Fidelity Table which is omitted here due to page length constraints. 

Second, for each of the four dimensions we summarize the indicators to describe it  
from the Fidelity Table into a Fidelity Evaluation Scale Table on basis of modules.  

Third, calculate and fill the ratios of the indicators summarized from the Fidelity 
Table separately for Model 1 and Model 2 against the indicators for the reference 
model into the Fidelity Evaluation Scale Table. The evaluation results are shown in 
Table 1 in section 5.3.  
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5.3 Result of the Fidelity Evaluation Scale 

We give the same weight to each dimension and each indicator when calculating the 
averages of fidelity. From Table 1, it is difficult to judge which of the two models has 
a total higher fidelity. Notice that a high model fidelity is capable of supporting a high 
experiment fidelity analysis. For the average fidelity of the first three dimensions, 
Module 1 of Model 1 has a higher average fidelity than Module 1 of Model 2 
(0.976>0.241) in which two brands of case cigarettes and their reorder points are 
 

Table 1. Fidelity evaluation result by Fidelity Evaluation Scale method 

Level 0 Model 1 Model 2 
Dimension Level -1 Level-1-M1 Level-1-M2 Level-1-M1 Level-1-M2 

D-1 

Number of le-
vels 

2/2 2/3 2/2 3/3 

Number of enti-
ty categories 

4/4 
2/(3+5_lev2) 
* 

0/4 
(3+5_lev2)/ 
(3+5_lev2) 

Entity types (4×2)/(4×2)  (1×2)/(1×2) (4×1)/(4×2) (1×1)/(1×2) 
Number of para-

meter types 
17/17 2/6 1/17 5/6 

Average (D1) 1 0.583 0.390 0.833 

D-2 

Number of 
event levels 

2/2 2/3 2/2 3/3 

Number of event 14/14 
2/(8+3 
group) 

0/14 
(8+1group)/(8
+3 group) ** 

Number of Strat-
egy/Algorithm 

3/3 0/1 0/3 (0.8)/1 *** 

Average (D2) 1 0.264 0.333 0.844 

D-3 

Number of 
events with 
exact time 

13/14 
0/(8+3 
group) 

0/14 
(8+1group)/(8
+3 group) 

Average (D3) 0.929 0 0 0.733 
Average of D-1~D-3 0.976 0.282 0.241 0.803 

D-4 

Visualized Yes (1) Yes (1) Yes (1) Yes (1) 
3D Yes (1) Yes (1) Yes (1) Yes (1) 
3D shape Basic (0.2) Basic(0.2) Good (0.8) Good (0.8) 
Color &texture No (0) No (0) Yes (1) Yes (1) 
Light/shadow& 
other render 

No (0) No (0) Yes (1) Yes (1) 

Average (D4) 0.440 0.440 0.960 0.960 
Average of four Dimensions 0.842 0.321 0.421 0.843 

*   When a level is omitted, we add a coefficient of 0.5. For example: 2/(3+5_lev2) = (2/3) 
×0.5=0.333. 
**    (8+1group)/(8+3 group)=(8/8) ×0.6+(1/3)*0.4=0.733. 
***  0.8 is a coefficient that describe the similarity of the fixed route between real free route. 
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modeled which can support the experiment analysis of the replenishment strategies of 
two brands of case cigarettes. But Module 2 of Model 2 has a higher average fidelity 
than that of Model 1 (0.803>0.282) in which the manual replenishment process is 
modeled as an AGV system instead of a queuing system which can support the expe-
riment analysis of the detailed activities and the efficiency of workers. Besides, Mod-
el 2 also has a higher fidelity for the fourth dimension which might be helpful for 
marketing and the process of validation and verification. However, the higher the 
model fidelity is, the more resources are needed in system analysis, modeling, valida-
tion and other simulation activities. In order to make simulation cost-effective , fideli-
ty should be designed and managed well before and during modeling and simulation. 
The operable and quantitative evaluation method provided in this paper lays an im-
portant foundation for the design and management of simulation fidelity. 

6 Conclusions and Future Work 

We use the ratio between the simulation model and the intended object reality (exist-
ing or imagined reality) to evaluate simulation fidelity. To make the evaluation opera-
ble, we first divide fidelity into four dimensions: structural, correlational, temporal 
and sensorial. Based on the dimension framework, we use a multi-dimension and 
multi-indicator Fidelity Evaluation Scale method to measure fidelity with an example  
in discrete event logistics system(DELS). This method provides an operable and 
quantitative evaluation of fidelity which serves as a significant basis for our future 
work including the analysis of the relationship between fidelity and simulation effec-
tiveness and costs as well as how to design and manage fidelity before and during the 
process of modeling and simulation to make simulations of DELS cost-effective. 

References 

1. Gross, D.C.: Report from the Fidelity Implementation Study Group. In: 99 Spring Simula-
tion Interoperability Workshop: Paper 167 (1999) 

2. Hess, R.A., Marchesi, F.: Analytical Assessment of Flight Simulator Fidelity Using Pilot 
Models. Journal of Guidance, Control, and Dynamics 32, 760–770 (2009) 

3. Liu, F., Yang, M.: Research on distributed simulation’s fidelity. Computer Simulation 22, 
49–52 (2005) 

4. Foster, L., Yelmgren, D.: Accuracy in DoD High Level Architecture Federations. 97 Fall 
Simulation Interoperability Workshop: Paper 064 (1997) 

5. Kim, H.: Reference Model Based High Fidelity Simulation Modeling for Manufacturing 
Systems. School of Industrial and Systems Engineering, Georgia Institute of Technology, 
Georgia (2004) 

6. Pace, D.K.: Dimensions and Attributes of Simulation Fidelity. In: Proceedings of the Fall 
1998 Simulation Interoperability Workshop, Orlando, September 14-18 (1998) 

7. Roza, J.C.: Simulation Fidelity Theory and Practice: A Unified Approach to Defining,  
Specifying and Measuring the Realism of Simulations. Delft University of Technology, 
Netherlands (2005) 



G. Tan et al. (Eds.): AsiaSim 2013, CCIS 402, pp. 397–402, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Symbiotic Simulation for the Generation and Simulation 
of Incident Management Strategies 

Vinh-An Vu1, Giho Park2, and Gary Tan1 

1 Department of Computer Science, School of Computing,  
National University of Singapore, Computing 1, 13 Computing Drive, Singapore 117417 

{vuvinhan01,dcstansh}@nus.edu.sg 
2 Future Urban Mobility Interdisciplinary Research Group, Singapore-MIT Alliance for  

Research and Technology, 1 CREATE Way, #10-01 CREATE Tower, Singapore 138602 
edward@smart.mit.edu 

Abstract. Since its introduction in the Workshop on Grand Challenges for 
Modeling and Simulation in Dagstuhl 2002, Symbiotic Simulation has proven 
its versatility in many diverse areas ranging from manufacturing to pedestrian 
evacuation. This paper presents a new application of Symbiotic Simulation in 
the simulation and generation of traffic incident management strategies. The 
framework for the generation and evaluation of incident management strategies 
is used in which Symbiotic Simulation is the core technique of the Strategy 
Generation Module. Preliminary experimental result shows the effectiveness of 
Symbiotic Simulation in helping to simulate and select the best strategy to im-
prove the traffic condition. Challenges are also highlighted with potential re-
search direction. 

Keywords: Incident Management Strategies, Symbiotic Simulation, Closed-
Loop Framework. 

1 Introduction 

The importance of incident management strategies in modern transportation networks 
is well established especially when the networks have evolved and become increa-
singly complicated [1]. The advance of information and sensing technology has seen 
the emergence of Advance Traveler Information Systems (ATIS) which open a new 
opportunity to use collected traffic data containing speed, volume, density, etc. to 
deduce the important information about current and future traffic condition. This in-
formation is then utilized to develop strategic actions in order to enhance drivers’ 
preparedness and improve the network safety and reliability. Existing incident man-
agement strategies generation studies are usually divided into two broad categories: 
Optimization Problem and Artificial Intelligence technique.  

In the Optimization Problem, the general methodology is to deduce the optimal 
traffic assignment in order to optimize some pre-specified objective functions subject 
to the defined constraints. The objective functions here could be to focus on system 
optimum (SO), user equilibrium (UE) or some variants of them. The Optimization 
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Problem could be solved by analytical approach [2-4] or simulation-based approach 
[5-7]. The Optimization Problem could also be iterative or feedback in nature. Itera-
tive approach makes use of real time measurements, disturbances and predictions to 
run a traffic flow model repeatedly over a future time horizon aiming to get some 
control objectives. In [8], iterative control was used with model predictive control 
approach to optimize the control of ramp metering and variable speed limit. Feedback 
control, on the other hand, gets measurements from the system and determines control 
actions based on the current state of the system in such a way that the performance of 
the system is improved. Study in [9] employed feedback control to generate the de-
sired splitting rate at the bifurcation nodes subject to the predefined criteria. 

In the Artificial Intelligence category, the controller tries to imitate human intelli-
gence and thinking while solving the traffic problem by computer programs. Studies 
in [10-13] widely used different Artificial Intelligence techniques in decision support 
problem. 

To the best of our knowledge, whether the Optimization Problem or Artificial In-
telligence technique is used, the capability to simulate incident management strategies 
before implementation is limited. Fortunately, Symbiotic Simulation, which was in-
troduced in the Workshop on Grand Challenges for Modeling and Simulation in 
Dagstuhl 2002 [14], could be a solution. A symbiotic simulation system is defined as 
one that interacts with the physical system in a mutually beneficial way. It is highly 
adaptive since simulation not only performs What-If experiments that are used to 
control the physical system, but also accepts and responds to data from the physical 
system. Symbiotic Simulation has been applied in many fields such as manufacturing 
[15], pedestrian evacuation [16], unmanned aerial vehicles (UAVs) [17], etc. In [18], 
Aydt et al. attempted to use Symbiotic Simulation in a smart routing application to 
determine the optimal route for vehicles. However, the study is still in progress since 
the usage of nanoscopic simulator in Symbiotic Simulation may be a challenge for its 
application in real-time decision support. In this paper, Symbiotic Simulation incorpo-
rating predictive information from a mesoscopic traffic simulator will be utilized as a 
core technique in generating and simulating a wide variety of incident management 
strategies that could work for different types of traffic control and advisory equip-
ment.  

The paper is organized as follows. Section 2 presents the implementation of Sym-
biotic Simulation in Incident Management Strategies Generation Framework. Section 
3 reports the preliminary experimental results of the implemented technique. Finally, 
section 4 summarizes and concludes the paper with challenges and future work. 

2 Implementing Symbiotic Simulation in Incident Management 
Strategies Generation Framework 

In order to facilitate the generation and evaluation of incident management strategies, 
a closed-loop framework proposed by Vu et al. [19] is used. This closed framework 
(Fig. 1) consists of three main components: the microscopic simulator MITSIMLab 
acting as a proxy to real world, the mesoscopic simulator DynaMIT estimating and 
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predicting traffic conditions in MITSIMLab based on surveillance data, and the Strat-
egy Generation Module generating and simulating incident management strategies 
based on pre-defined objective functions. These components exchange information 
between each other and operate under the same incident scenarios.  

The Strategy Simulation Module is implemented in the framework with four sub-
components: Strategies Generator, What-If simulations, Performance Analysis, and 
Learning. The Strategies Generator uses predictive information from DynaMIT to 
generate a list of candidate strategies. These candidate strategies are then simulated by 
What-If simulations. The results of What-If simulations are analyzed to find best 
strategy subject to predefined objective functions. The Learning sub-component is 
used to speed up the strategy generation process. It performs features matching to find 
the previous scenarios with similar traffic condition to the current one. If there is a 
good match, the previously proposed strategy will directly be applied without going 
through the whole process. 
 

 

Fig. 1. Symbiotic Simulation in Closed-Loop Framework 

3 Preliminary Result 

This work is still in progress. Some early result was highlighted in the case study  
in a synthetic network in [19]. This case study focuses on proposing route guidance 
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strategies to divert the critical Origin-Destination (OD) flow which contributes the 
most to the count of vehicles at incident location.  This critical OD flow is found by 
analyzing the predicted traffic condition from DynaMIT. A list of route guidance 
strategies is generated with one strategy corresponding to one alternative path of the 
critical OD flow. Symbiotic Simulation is then used to find the best path for diversion 
among all the alternative paths. The compliance of the drivers to proposed route guid-
ance is assumed to be 100%. 

The result shows that in normal condition without incident, the average travel time 
for all OD pairs is 354.6 seconds. When an incident happens and no route guidance is 
provided, the travel time drastically increases by 85.7% to 658.3 seconds. With route 
guidance, the average travel time increases by only 53.8% to 545.5 seconds. This 
implies that 37.1% of the increase in average travel time is eliminated by the route 
guidance strategy. 

 

 

Fig. 2. Frequency of Travel Times 

Fig. 2 plots the frequency distribution of travel times for three scenarios: base case 
without incident, incident without guidance and incident with guidance. In the base 
case, all the drivers belong to the first four groups with low travel times. When an 
incident happens and no route guidance is provided, a large number of drivers shift to 
the last group with very high travel time. When route guidance is provided, the num-
ber of drivers with very high travel time significantly decreases. This is a meaningful 
effect since it improves the satisfaction of the travelers in the network. 

The link travel time is also plotted in Fig. 3. The bottom line shows the link travel 
time in the base case; the dotted line shows high link travel time when an incident 
happens without route guidance and the dashed line shows the improved link travel 
time when the incident happens with route guidance. The considerable improvement 
in link travel time is the result of route guidance strategies trying to divert drivers 
from congested link to other links with higher residual capacity. 
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Fig. 3. Link Travel Time for Different Scenarios 

4 Conclusions and Future Work 

This paper has discussed a potential application of Symbiotic Simulation in the simu-
lation and generation of Incident Management Strategies. The proposed idea was 
implemented in the closed-loop framework which facilitates the generation and eval-
uation of generated strategies. Preliminary results of case study in a synthetic network 
showed positive effect of Symbiotic Simulation in generating and simulating incident 
management strategies aiming to improve traffic conditions. 

Through this preliminary work, some challenges in using Symbiotic Simulation in 
generating and simulating incident management strategies have been identified. First, 
a good model of drivers’ response to information should be studied for more realistic 
simulation of strategies. Second, a mechanism to speed up What-If simulations should 
be investigated since the running time could become bottleneck when the network is 
large and complicated. Hybrid simulation, parallel and distributed computing and 
learning are potential solutions. And third, algorithms for more intricate strategies 
combining different parameters (travel time, speed, density, etc.) for different traffic 
control and advisory (Variable Message Sign, traffic signal, road pricing, etc.) should 
be developed. 
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Abstract. In complex product design enterprise, different departments establish 
private simulation centers (including computing clusters, application software, 
job scheduling system etc.), and the resource utilization of each simulation clus-
ter is uneven. So the whole enterprise simulation resources cannot be fully ef-
fective used，resulting in low efficiency of simulation and long time waiting. 
This paper proposed a method of simulation job cooperative scheduling on the 
clusters with heterogeneous systems, in order to reduce the waiting time after 
submitting jobs, so it can achieve efficient use of simulation resources in whole 
enterprise. The instance of one actual simulation problem in this paper shown 
the job execution time is reduced, and the scheduling method is highly efficient 
and reliable. 

Keywords: cluster with heterogeneous systems, simulation resources, cooperative 
scheduling, job transporter. 

1 Introduction 

In complex product design and manufacturing process, a single disciplinary simula-
tion has an important meaning. Therefore, in the large-scale manufacturing enterprise, 
different departments always establish their own simulation center (including compu-
ting clusters, simulation software, cluster scheduling system etc.) to ensure the capa-
bility of afford the simulation tasks in the busiest period of the year. So it will cause 
significant waste of simulation resources in other the time. In the enterprise actual 
survey found that the "busy" and "free" time of different departments did not appear 
in the same period [1]. In a period of time, if "free" resources in the heterogeneous 
environments can be easily assigned to the "busy" task to use, so the problem of un-
even distribution of simulation resources in the enterprise can be solved. It can greatly 
improve the efficiency on the implementation of the simulation task. 

The so-called simulation resource clusters with heterogeneous scheduling system is 
that different clusters use different scheduling system. Currently, the mainstream cluster 
scheduling system includes LSF, PBS, Condor, SGE [2,3] and so on, they can be well 
compatible heterogeneous computers and heterogeneous operating systems in a single 



404 C. Xing et al. 

 

cluster, and can be complete the load balance on simulation jobs submission. But they 
are for single-cluster scheduling and do not have the ability of cooperative scheduling 
on different clusters with heterogeneous scheduling systems, such as the cluster in PBS 
cannot submit jobs to the cluster in LSF. Heterogeneous scheduling system is a bottle-
neck of multi-cluster to share their simulation resources. 

Aiming at these problems, our team studied a middleware of simulation job coop-
erative scheduling on the clusters with heterogeneous systems called JobTransporter, 
it can move simulation jobs freely between clusters with heterogeneous scheduling 
system and submit the simulation jobs from the “busy” simulation cluster to “free” 
simulation cluster although they have different scheduling systems. 

2 Realization of Simulation Jobs Cooperative Scheduling 

2.1 Single Cluster Dispersion Use Mode 

Traditional using model of single simulation resource cluster is that different depart-
ment has their own simulation cluster, they are not connected and used independently. 
Such a situation would exist: the simulation cluster of department A is operating at 
full capacity, and it has large number of jobs in the queue are waiting for calculating, 
at the same time simulation cluster of department A and B rarely been occupied and 
even some completely free, as shown in Figure 1. This will result in lower efficiency 
of the simulation operation execution in department A, meanwhile, the large number 
of simulation resources in department B and C are wasted. 

used 
34%

free 
66%

Department B
used 
8%

free 
92%

Department C
used 
100%

free 
0

Department A

 

Fig. 1. Single Cluster Dispersion Use Mode 
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2.2 Cooperative Scheduling in Clusters with Heterogeneous Scheduling System 

The aim of achieving simulation jobs scheduling cross-cluster is select the most ap-
propriate remote simulation resources and submit the queued jobs when the local 
cluster is fully occupied. And it also can monitor the status of jobs in remote cluster, 
the result will be retrieved after job has been done. 

In this paper, through the JobTransporter middleware, each cluster can monitor the 
local and remote simulation clusters and the status of simulation jobs running on the 
clusters, and it scheduler the simulation jobs on clusters which has heterogeneous 
systems. The JobTransporter middleware has three modules, as shown in Figure 2. 

C
luster

JobTransporter
 

Fig. 2. Cooperative Scheduling in Clusters with Heterogeneous Scheduling System 

Job scheduling on clusters with heterogeneous scheduling systems shown in figure 
1 consists of three layers, including 

1. Simulation Resource Monitoring Module. It is used to monitor local and remote 
cluster system resource usage and status of simulation jobs running on clusters. 

2. Simulation job scheduling module: It is used to submit the simulation jobs on local 
and remote clusters. 

3. Simulation data and file transfer module: It is used to transfer the job data and files 
between clusters. 

Users can submit their simulation jobs through their own department’s portal. 
Firstly, simulation resource monitoring module collects the information from local 
and remote clusters, and if the local cluster has free simulation resource, the job-
Transporter will notice the scheduling system to submit the jobs on the local cluster 
because of the local owning faster network and it can save uploading files time. If 
local resources are occupied and there are a large number of jobs in the queue waiting 
for calculating, simulation resource monitoring module will select the idle simulation 
resources from remote cluster by calculating, then simulation data and file transfer 
module transports the simulation files and data from local to remote, and remote job-
Transporter receive the file and submit the job on the remote cluster through simula-
tion job scheduling module. After completion of simulation, local cluster takes back 
all result files rely on communication of simulation job scheduling module between 
local and remote cluster and user can download the result files. 
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2.3 Queued Job Selection Policy 

How to select which job in the queue (the waiting job list) should submit to a remote 
cluster simulation? The current strategy is first come first calculate in one cluster, if it 
submit the first job in the queue to remote, it will occur a situation that the job in local 
cluster has been done and it has been released resources, the first job in the queue can 
be submit, while it has chosen the job to send to remote and it is being upload. When 
the first job finished, the results must be retrieved, so the time cost will be increased. 

At this stage, based on previous job Submission history, the paper proposes a static 
scheduling strategy: Firstly, the first ten jobs in the queue are not treated, they are still 
in the queue and waiting the local resource. Secondly, collecting the job information 
from eleventh to twentieth in job queue, choosing a relatively small job file send to a 
remote cluster for calculate. It will not only reduce waiting time, but also ensure the 
less transfer time. 

3 Simulation Resource Modeling [5] 

Simulation resource monitoring module gets the information and status of local  
and remote clusters, and it will scheduler them as a unified resources to select  
optimal simulation resources. The computation resource can be described as a unified 
model [5].  

                     , , ,                  (1) 

Where, , , … ,  denotes k physical nodes,  | ,  refers to computation performance of 
the physical node, mainly including CPU speed, core number and memory. It influ-
ences the job computing time. , | , ,  is defined as the communication perfor-
mance between local and remote clusters, including the job pending time and the 
transmission time. 

Under the constraint that simulation system performance meets the minimal de-
mand, the model aims at finding the scheduling solution for co-simulation task with 
least job execution time (formula 2) based on jobTransporter to improve the efficien-
cy of computation resource, and save energy. 

                             min T ∑ a/CP b/CM                    (2) 

where a,b represent weight of CP and CM. 
At present, a, b parameters are fixed values. 

4 Application Example 

In this paper, we built and deploy two heterogeneous simulation resources experiment 
clusters, and the scheduling systems are PBS pro and LSF. Each cluster can submit 
simulation job, monitor the status of job running, and view the information of two 
simulation clusters shown in Figure 3. 
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(1) Status of Multi-Cluster resources     (2) Information of Jobs in the Multi-Cluster 

    
(3) Submit Simulation Job                         (4) Submitted Job Information 

    
(5) Submitted Job running status               (6) Simulation Results 

Fig. 3. Application Results 

1. Status of Multi-Cluster resources. The simulation resources named CN is cluster 
with LSF scheduling system, and others named NODE is cluster with PBS pro 
scheduling system. We can see the status of each compute nodes. 

2. Information of Jobs in the Multi-Cluster. The operation of all jobs in multi-cluster. 
3. Submit Simulation Job. Submit the simulation job through the portal. 
4. Submitted Job Information. We can see the information of submitted job, such as 

submitted time, which compute nodes to run, finished time, resource requirements 
and so on. 

5. Submitted Job running status. We can see that the job is running intermediate  
results. 

6. Simulation Results. It shows that final results and it can be download. 
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5 Conclusion and Future Works 

This paper presents the method of sharing and efficient use simulation resources in 
multi-cluster with heterogeneous scheduling systems. Firstly, it model for simulation 
hardware resources, in order to monitor the status of multi-cluster and select the op-
timal simulation resources by calculating. Secondly, we study and implement the 
simulation task scheduling middleware JobTransporter to connect multi-cluster,  
submit the simulation job to remote cluster when the local cluster is fully occupied, 
and monitor the status of submitted jobs. This method of simulation job cooperative 
scheduling on the clusters with heterogeneous systems can achieve efficient use of 
simulation resources in whole enterprise. When the simulation resources are occupied 
in the local case, the job is submitted to the remote cluster to avoid continuing waiting 
on the local resources. Finally, the paper also provides job submission application 
examples and operating results. 

The further works are focused on: 

1. According to job file size and network environment, How to dynamically adjust 
the a, b parameters in formula (2) in order to choose more optimal remote re-
sources. 

2. Dynamically select the most suitable job in job queue for submission.  
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Abstract. In order to solve the problem that the heterogeneous knowledge in 
aircraft design is difficult to share, reuse and support to reason each other, a 
ontology model of knowledge, based on the unified description framework, was 
proposed. Firstly, the formats of representation for all kinds of knowledge in 
aircraft design knowledge were studied, and then a unified description 
framework for this knowledge was proposed. Secondly, the ontology model of 
knowledge was studied. In this model, basic cell for modeling was defined, 
which could be used to modeling directly. At last, an example, modeling of 
pneumatic knowledge in aircraft design verified the validity of the modeling 
method in this paper. 

Keywords: aircraft design knowledge, knowledge modeling, knowledge 
representation, unified description framework. 

1 Introduction 

In aircraft design, traditional methods have failed to meet their design digital, 
intelligent requirements. Design cycle is long, and the lacks experience in aircraft 
design science accumulated knowledge and experience makes the design inheritance, 
reuse, and aircraft innovative and intelligent design difficult. The knowledge-based 
design methodology can promote effective solutions to these problems. 

2 Knowledge of Aircraft Design 

It is generally believed that design knowledge that can be used for a variety of product 
design and decision-making of high-value collection of information, this paper 
defines aircraft design knowledge (Design Knowledge of Aircraft, DKA) that can 
describe the characteristics of the object field of aircraft design, the intrinsic 
relationship and the fact that the implementation process, in principle, a collection of 
models and experiences. Categories of the knowledge are as follows: 
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1. Design Basics (Basic Knowledge, BK): including aircraft design to rely on the 
basic theory, aircraft design manuals and basic knowledge of aircraft, such as 
aircraft layout description, aircraft geometry, materials, and also includes that part 
of the design evaluation criteria, such as knowledge; 

2. Design expertise (Professional Knowledge, PK): it refers to the aircraft used to 
guide the design of a specialized fields of knowledge; 

3. Design Collaborative Knowledge (Collaboration Knowledge, CK): aircraft design 
is a multidisciplinary collaborative design, interactive design process: 
(a) The design constraints of knowledge (Restriction Knowledge, RK): it includes 

the coupling parameters, sub-function between qualitative description of such 
effects; 

(b) The design process knowledge (Process Knowledge, PK): it includes vehicle 
design process, design steps, design techniques and design methods route 
selection, resource allocation, the design task decomposition. 

Aircraft design knowledge content shown in Figure 1. 

  

Fig. 1. The content of aircraft design knowledge 

3  Knowledge Description of Aircraft Design 

For aircraft design knowledge, according to the characteristics of various types of 
knowledge representation method, this paper selects the appropriate representation of 
the aircraft design knowledge representation. 

3.1 Basic Design Knowledge Representation 

Basic knowledge of aircraft design can be used to assist the search for knowledge, 
matching, fusion and reasoning.First-order predicate logic are expressed as: <a first-
order predicate logic> :: = <quantifier> <predicate formula> <connector> <predicate 
formula>. For the aircraft aerodynamic design, the accuracy for some features defined 
Precision (x, v) represents the accuracy indicator x v. So there is: 

Precision(X,v1)∨Precision(Y,v1)∨Precision(Mx,v1)… 
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3.2 Professional Design Knowledge Representation 

In this paper, its production rule representation in the form of <Rules>:: = if 
<antecedent>, then <after pieces >. For example, in the aerodynamic shape design, 
knowledge representation in the form of its rule, a rule knowledge is: 

If selected canard aircraft then the aircraft rudder should be placed in the front 
wing. 

Aircraft design in a framework of knowledge is as follows: 

21

2 yY c V Sρ=

y yw yB ywB yc c c c c δ= + + +

21

2 xX c V Sρ=

0

1( ) ( )
x x xi

xfw xww xfB xsB xwB xiw xiB

c c c

k c c c c c k c c
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= + + + + + +

 

Fig. 2. The collaborative knowledge of pneumatic sub-system 

3.3 Collaborative Design Knowledge Representation 

Petri nets is used in this method of collaborative knowledge that aircraft, specifically, 
the aerodynamic design process design collaboration knowledge of such a class, 
which can be expressed as in Figure 3. 

 

Fig. 3. The collaborative knowledge of pneumatic sub-system 

Where P1, P2, P3, P4, P5, respectively, corresponding to the process design phase 
of each module, such as P2 represents the aerodynamic shape design phase. 

4 Knowledge Model of Ontological Aircraft Design Based on 
Unified Description Framework 

4.1 Aircraft Design Knowledge Unified Description Framework 

How to get these heterogeneous knowledge unified organization and consistency of 
expression in order to effectively support knowledge sharing, reuse, knowledge 
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management and other applications, mechanism of unified description of such 
knowledge should be studied. 

Define a unified description framework shown in Figure 4. 

 

Fig. 4. The unified description framework for aircraft design knowledge 

In the framework of this description, three knowledge elements are defined: 
identification information, knowledge meta information and links used to create 
complex systems domain knowledge meta-knowledge. Then define the top-level of 
knowledge in the knowledge base element (Knowledge Element) and knowledge 
components (Knowledge Component). 

In this way, the system can solve complex problems complete knowledge of the 
knowledge base through knowledge elements and combinations of elements 
constructed from the layers shown in Figure 5. 

 

Fig. 5. The component of complex system knowledge 
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Meta-knowledge layer defines the three aircraft design knowledge knowledge 
elements, that is: 

MKnowledge=::=<IDInfo, KmInfo, Coupling>， 
IDInfo :: = <Name, Type, Domain, Description>, means that the identification 

information of the knowledge base element, is used to describe the meaning of the 
knowledge and types of primitives;KmInfo: = <ConditionInfo, ResultInfo 
UseManner>, represent knowledge meta-information, knowledge primitives are used 
to describe the contents of the main components; 

Coupling :: = <Relation, Restriction>,used to describe the knowledge and 
knowledge of primitive relations and interactions between components constraint 
information. 

Knowledge describes the minimum size of the top-level and sub-granular 
knowledge: Knowledge primitives (Knowledge Element) and knowledge components 
(Knowledge Component). 

KE::= <IDInfo, KmInfo>, knowledge representation primitives various 
heterogeneous body of knowledge is the smallest constituent units, which corresponds 
to the practical application of a formal knowledge; 

Besides knowledge components and knowledge components, knowledge primitives 
can also be combined knowledge components become more complex to solve more 
complex problems. Knowledge components therefore defined as: KC :: = <KE/KC, 
Coupling>. 

4.2 Aircraft Design Ontology Modeling 

Aircraft design ontology model describes the concept of aircraft design, relationships, 
and other knowledge associated together to achieve the knowledge to solve the 
problem of aircraft design summary and normalized. Aircraft design knowledge 
model is shown in Figure 6. 

Aircraft knowledge primitives1
Aircraft knowledge primitives n

Labeling 
information

Knowledge meta 
information

Labeling 
information

Knowledge meta 
information

……

Aircraft knowledge primitives 1
Aircraft knowledge primitives 2

Knowledge primitives n
Link

Link

……

Link

Aircraft design top ontology

Aerodynamic aircraft 
design domain ontology

Aircraft design dynamic 
domain ontology

Aircraft design control 
domain ontology

Aircraft design area ontology
……

 

Fig. 6. The knowledge model of aircraft design 
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Aircraft design knowledge model has two-tier structure, namely top-level ontology 
layer aircraft design and aircraft design domain ontology layer.  

5 Application Examples 

Firstly, the use of a template is to get the original knowledge acquisition. Then create 
aerodynamic design disciplines ontology. The knowledge gained will be created in 
the input 3.3 ontology. For an aerodynamic design basics (first-order predicate logic 
representation): PInPara (Ma, vm) ∨ PInPara (H, vh) ∨ PInPara (α, va) ..., the Unified 
Modeling Ontology is omitted due to space. 

6 Conclusion and Outlook 

This paper describes a knowledge-oriented unified description of aircraft design 
framework and the ontological model based on this unified description framework, 
which can have all kinds of heterogeneous knowledge unified organization and 
consistency of expression, and effective support aircraft design knowledge sharing, 
reuse, knowledge application and knowledge reasoning. Finally, through an 
application example it verifies the validity of this research. 
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Abstract. The visualization system of pollutant distribution contributes to 
scientific decision-making in the emergency pollution affairs. In this paper, we 
propose a framework which supports 3D visualization for real-time distribution 
and situation forecast of atmospheric chemical pollution. The core of our 
framework is a distributed system infrastructure, which is designed for massive 
data storage and parallel computing. The stored data includes terrain elevation, 
vector maps, satellite maps, meteorological data and concentration data from 
gas sensors. High-performance computing generates gridded data for 
visualization. Web-based 3D visual applications with B/S structure support 
cross-platform terminal access. 

Keywords: visualization, distributed system, situation forecast, web-based, 
chemical pollution. 

1 Introduction 

The atmospheric chemical pollution has a significant hazard to human health. The 
system for real-time monitoring, forecast and visualization of the pollution level in 
urban areas is an important tool for evaluating the atmospheric environment and 
dealing with the emergency pollution accidents. 

James J.Q. Yu et al. developed a method of collecting data from gas sensors 
deployed on the public traffic system[1]. Jinqiu Xiao et al. also attempted to monitor 
the atmospheric chemical pollution via the telecommunication network [2]. In 
addition, many other methods have been used to realize real-time monitoring [3]. 

Besides real-time data, the system needs the support of more information, 
including terrain elevation, satellite maps and vector maps, to estimate pollutant 
distribution around 3D space and forecast the diffusion situation [4]. 

Displaying the pollution level in 2D view is a common environment evaluation 
method at present [5]. Many people have attempted 3D visualization with terrain data 
[6-8].However, the combination of real-time pollution distribution and situation 
forecast with 3D terrain remains a great challenge.  
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Łukasz Kamiński et al. proposed a web-based GIS visualization architecture and 
indicated that the system integrated with sensors providing current on-line data 
containing measurement results was practical[9]. 

We propose a 3D visualization system for atmospheric chemical pollutant real-time 
distribution and situation forecast. The gas sensors are deployed on a mobile blimp 
with a large monitoring range for real-time measurement. The distributed system 
infrastructure is used to realize massive data storage and parallel computing. The 
pollutant distribution and situation forecast are estimated according to the diffusion 
model and real-time measurement data, and displayed on the cross-platform terminals 
to realize web-based 3D visualization. 

The rest of the paper is organized as follows. The architecture of the system is 
described in Section 2, and the infrastructure of data processing is shown in Section 3. 
In Section 4 and 5, the diffusion model and structure of 3D visualization platform are 
discussed. We conclude in Section 6. 

2 Architecture 

As shown in Fig.1, the system consists of three parts: flight platform for sensors 
deployment, ground station for data storage and processing, and access terminals for 
2D and 3D view. And as shown in Fig.2, the data access layer provides the storage, 
access and management interfaces for structured data (e.g. GPS, velocity, 
temperature, humidity, atmospheric pressure, wind speed, wind direction and 
chemical concentration) and unstructured data (e.g. video and images); in the business 
logic layer, a variety of data modeling methods are taken for data gridding Based on 
the pollution data of discrete points from gas sensors, and various visual structured 
data are generated from visualization mapping of gridded data, such as points, lines 
and planes; in the user interface, the contour lines and planes are drawn and rendered 
according to visual structured data to display atmospheric chemical pollution 
distribution, and the cross-platform visualization applications are realized based on 
WebGL technology. 

 

 

Fig. 1. Functional Structure Fig. 2. Hierarchical Structure 
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3 Data Processing Infrastructure 

As shown in Fig.3, the data processing infrastructure consist of three parts:1) Data 
source  The terrain data in the system includes terrain elevation, satellite maps and 
vector maps. The terrain elevation data is about 30GB from SRTM (Shuttle Radar 
Topography Mission). The satellite maps data is about 3TB in total. The vector maps 
data in the form of MapInfo is about 3GB, including the coordinate information of 
landmarks, such as buildings, roads, etc. The real-time monitoring data is divided into 
two types according to the format. One is video image in the form of streaming 
media; the other is structured data, including GPS, velocity, temperature, humidity, 
atmospheric pressure, wind speed, wind direction and chemical concentration, etc. 2) 
Data storage The distributed system based on Hadoop includes one NameNode and 
several DataNodes. The data of terrain elevation and satellite maps, which is not 
frequently read and written, is stored in the DataNodes of Hadoop system. The vector 
maps data is stored in the NameNode. Besides, the structured data, video data and 
visualization data from the model computing within a given period (e.g. one month) 
are all stored in the NameNode. The outdated data will be immigrated to the 
DataNodes of Hadoop system as historical data. 3) Data interface The data of terrain 
elevation and satellite maps are provided in the form of web map service, while the 
vector maps data is provided by the MapX. The real-time database supports ODBC 
interface, and the real-time video data supports video streaming playback interface. 
The historical data stored in Hadoop system can be accessed via historical data 
service. 

 

Fig. 3. Data Processing Infrastructure  

4 Diffusion Model 

After comprehensive comparison among Gaussian plume model [10,11], RIMPUFF 
(Lagrange atmospheric diffusion smoke model) [12], ATSTEP (the mixture of 
Gaussian model and Segmented plume model) [13,14], and CALPUFF (three-
dimensional unsteady Lagrange smoke diffusion system) [15], Gaussian plume  
model is chosen as the diffusion and situation forecast model of the system. The 
model can not only simulate current distribution of atmospheric pollutants diffusion 
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concentration in the leeward direction, but also forecast pollutant distribution 
sometime in the future according to real-time and historical data [16-19]. Headwind 
diffusion is considered and added to Gaussian plume model for optimization [20, 21]. 
The optimized model is more suitable for continuous point source diffusion. Pasquill 
diffusion parameter determination method combined with atmospheric parameters is 
taken to determine the diffusion coefficient. Subsequently, the concentration 
distribution of chemical pollutant and diffusion trend are visualized via model 
computing to realize diffusion analysis and situation forecast. 

5 3D Visualization 

As shown in Fig.4, 3D real-time visualization displays real-time distribution of 
chemical pollutant and provides the reference for situation forecast. It is related to the 
construction of 3D terrain platform, real-time data processing and visualization 
technology. 

 

 

Fig. 4. 3D Real-time Visualization Platform 

The construction of 3D terrain platform can be divided into 3 steps. Firstly, 3D 
terrain static data is retrieved from the database and calculated with corresponding 
texture data for the hybrid textures. Secondly, terrain elevation is used to divide 
terrain blocks according to terrain multi-resolution structure [22], and terrain data is 
obtained from building Quad-tree Spatial Data Model [23]. Finally, the hybrid texture 
and terrain data are used in the construction of 3D terrain platform via Semi-CLOD 
(Semi-Continuous Level Of Details) algorithm [24] and Surface Rendering 
technology[25]. The 3D terrain platform can realize location, paranoma roaming, 
multi-angle observation, multi-resolution and multi-level detail view. 

Real-time data processing calculates three categories of real-time sensing data 
(meteorological data, geographical data, and monitoring data) stored in the database 
via the established model, and it processes the calculated data via the parsed mapping 
algorithm and interpolation method to display current pollution level and range in the 
targeted area. Recent diffusion trend of chemical pollution can be predicted via 
relevant parameters setting and historical data analysis. And the pollution level and 
range can be displayed via paranoma roaming. 
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6 Conclusions 

In this paper, we propose a 3D visualization system for atmospheric chemical 
pollutant analysis. The main idea of the system is summarized as follows. 

1. Build a distributed system for massive data storage and parallel computing. 
2. Estimate gas concentrations around 3D space according to optimized diffusion 

model, terrain data, and real-time sensor data. 
3. Display real-time distribution and situation forecast efficiently in 3D view. 

 
We will research the massive unstructured data access and optimize the diffusion 
model. In addition, web-based 3D visualization will also be an important object to 
research. 
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Abstract. Against the defect detection problem of simulation credibility, a me-
thod based on Sobol’ method and orthogonal design is proposed. Firstly, taking 
acceptable range of simulation credibility as measurement standard, then credi-
ble indexes and incredible indexes of simulation system are determined.  
Secondly, experiment scheme is arranged according to an extended table trans-
formed from orthogonal table, and incredible index’s defect rank is judged by 
experimental result analysis combining with membership function of defect 
rank. Thirdly, Latin Hypercube sampling is taken from relevant indexes of  
incredible index, and then sensitivity coefficients of relevant indexes are calcu-
lated using Sobol’ method. Finally an example is given to validate the effec-
tiveness of the proposed method. 

Keywords: simulation credibility, defect detection, Sobol’ method, orthogonal 
design, sampling. 

1 Introduction 

Simulation technology is a comprehensive technology [1] with the advantages of 
economy, safety, no restrictions on weather condition and location space, which is 
widely used in many fields [2-3]. Simulation system is the application form of simula-
tion technology. Whether simulation system has sufficient credibility relates directly 
to the success or failure of simulation system’s application. Therefore, How to eva-
luate simulation credibility has become a hot topic in simulation community. 

Carrying out simulation credibility evaluation has two main purposes: one is to 
measure simulation credibility from overall and partial aspects, and the other is to find 
out simulation credibility defect which can provide guidance for simulation system’s 
improvement. 

Almost all the existing methods for simulation credibility evaluation are proposed 
against the first evaluation purpose [4-7], and the second evaluation purpose is ig-
nored despite reflecting better the value of evaluation work. Simulation defects cannot 
be simply interpreted as low-credibility indexes, we should consider the difference 
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between different indexes in their influence on simulation credibility. Because the 
improvement works of simulation systems usually have limitation on time and funds, 
which make it impossible to improve all indexes of simulation system. Which index 
should be promoted firstly? Whether the improvement of an index has a negative 
influence on other indexes and how is the influence degree? All of the above are core 
problems that defect detection of simulation credibility needs to solve. In this field, it 
has not yet seen the study. Against these problems, a detection method for simulation 
credibility defect, which is based on Sobol’ method [8] and orthogonal design, is pro-
posed in this paper. 

2 Problem Description 

Simulation system is a complex composed by multiple interacting elements, which is 
generally decomposed into several subsystems. Subsystem and element are all com-
ponents of simulation system. Their difference is that subsystem has the decomposa-
bility and it usually contains multiple elements. In consideration of clear expression, 
below we only use element sets to represent simulation system and its components, 
and no longer specify correlation between elements. 

Now suppose a simulation system S = {e1, e2,…, em}, where ei (i = 1, 2,…, m) are 
elements of S. P = {p1, p2,…, pn} is index set of S. Index pi describes the credibility of 
component si, where 

1, 2, ,
{ , , , }

i i n ii
i m m ms e e e=  , is S⊆ , is ≠ ∅ , 1, 2, ,i n=  . Note 

that the same component usually needs different indexes to describe its credibility 
from different angles, in other words, there generally exists pi and pj which satisfy i ≠ 
j, such that si = sj. In conclusion, the credibility evaluation model of simulation system 
S can be expressed as 

 ( ) ( ) ( ) ( )( )
1 21 2, , ,

np p p nv S f v s v s v s=   (1) 

Where ( )
ip iv s  represents measurement value of index pi, which reflects the cre-

dibility of component si, 0 ( ) 100
ip iv s≤ ≤ , i = 1,2,…,n; ( )f   represents simulation 

credibility function, the analytical form of which is difficult to obtain and usually 
expressed in the form of index system and data fusion function. 

The problem this paper is to solve, suppose ( )f   and ( )
ip iv s  have been ob-

tained, how to measure the negative influence of incredible index pi on v(S) and the 
sensitivity of relevant indexes when we improve pi ’s credibility. 

3 Detection Algorithm for Credibility Defect 

We propose a detection algorithm for simulation credibility defect based on Sobol’ 
method and orthogonal design, which includes the following steps: 
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Step 1. According to preliminary evaluation result of simulation credibility, index set 
P is divided into two subsets: incredible index set 1 { 0 ( ) }

ii p iP p P v s δ= ∈ ≤ <  and 

credible index set 2 { ( ) 100}
ii p iP p P v sδ= ∈ ≤ ≤ , where δ represents acceptable 

level of index’s credibility. We generally select δ = 60 in engineering applications. 
Without loss of generality that 

11 1 2{ , , , }nP p p p=  , 
1 12 1 2{ , , , }n n nP p p p+ +=  , 

11 n≤ ≤ n; 

Step 2. Judge incredible index’s defect rank. Incredible index has a negative influence 
on simulation system. This is because incredible index’s credibility cannot reach its 
corresponding acceptable level, and then lower simulation credibility. Therefore, we 
can judge incredible index’s defect rank based on the degree of variability in simula-
tion credibility when incredible index is promoted to credible index. Take incredible 
index p1 for example, its defect rank is judged in the following steps: 

Step 2.1. Choose suitable two-level orthogonal table La(2
c) satisfying c ≥ n1-1 accord-

ing to incredible index 
12 3, , , np p p ; 

Step 2.2. Select n1-1 columns from orthogonal table La(2
c) arbitrarily, and then con-

struct an extended table 

 ( )
( ) ( )
( ) ( )

1

1

1

1

1T
2 1

1

1 2
2

2 2

n
aan

a n
aa

L
L

L

−
×

−
×

 
 =
 
 

 (2) 

Extended table has three features as follows: 

(1) The times of different numerals appear in the same column are equal; 
(2) In any two columns, when two numerals in the same row are regarded as an or-
dered pair, the times that each ordered pair appears are equal; 
(3) Numeral in ith row, jth column is equal to numeral in (i+a)th row, jth column, i = 
1, 2,…, a, j = 2, 3,..., n1; 
These characteristics make extended table have better uniformity and orthogonality 
than original orthogonal table for the first factor; 

Step 2.3. Select two levels of incredible index pi as ( )
ip iv s  and δ, i = 1, 2,...,n1. Then 

design 2a experiment schemes according to extended table 1T
2 (2 )n

aL . Incredible in-

dex p1 observed primarily is arranged in the first column of extended table; 

Step 2.4. Use credibility evaluation model (1) to calculate simulation credibility cor-
responding to different experiment schemes, we get v1(S), v2(S),…, v2a(S); 

Step 2.5. In experiment scheme i and i+a, values of index pj are equal, i = 1, 2,…, a, j 
= 2, 3,...,n1. Thus, |vi+a(S) - vi(S)| accurately reflects the change of simulation credibili-
ty when p1 is promoted. Adopt normal membership cloud to determine p1’s member-
ship to defect rank as shown in Fig. 1. The parameters of normal membership clouds 
corresponding to defect ranks are shown in Table 1. Then a five-dimensional mem-
bership vector is calculated based on |vi+a(S) -vi(S)|, we get Ri = (ri,1, ri,2, ri,3, ri,4, ri,5), 
ri,j ≥ 0, i = 1, 2,…,a, j = 1, 2,…, 5; 
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Step 2.6. Calculate average membership vector: 

 ,1 ,2 ,5
1 1 1

, , ,
a a a

i i i
i i i

R r a r a r a
= = =

 =  
 
    (3) 

Then defect rank of incredible index p1 is determined according to the principle of 
maximum membership degree; 

Step 3. Calculate sensitivity coefficients of relevant indexes of incredible index. To 
promote evaluation value of incredible index, we need to modify its corresponding 
component, which possibly makes a negative influence on other indexes. This re-
quires us to carry out sensitivity analysis of relevant indexes. If a relevant index’s 
sensitivity is high, we need to avoid adverse impact on it when promoting incredible 
index. Otherwise, the loss of simulation improvement work is likely to exceed its 
gain. Take incredible index p1 for example, sensitivity coefficients of its relevant 
indexes are calculated in the following steps: 

 

Fig. 1. Normal membership clouds of different defect ranks 

Table 1. Parameters of different normal membership clouds 

defect rank expected value entropy hyper entropy 

slight defect 1.5 0.5 0.05 
moderate defect 3 0.5 0.05 

severe defect 4.5 0.5 0.05 
enormous defect 6 0.5 0.05 

extraordinary defect 7.5 0.5 0.05 

 

Step 3.1. Determine relevant index set of incredible index p1: 

1 1{ |p i iM p P s s= ∈ ≠  }∅ ; 
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Step 3.2. Set the sampling interval of relevant index pj: [(1 ) ( ), (1 ) ( )]
j jp j p jv s v sτ τ− + , 

1j pp M∈ , where τ  represents the amplitude of sampling, we generally take 

10%τ =  in engineering applications; 

Step 3.3. Use Latin Hypercube sampling to construct sample set in the sampling in-
terval of relevant index. To ensure the accuracy of sensitivity analysis, the number of 
samples is generally 200 times more than the number of relevant indexes; 

Step 3.4. Use credibility evaluation model (1) to calculate simulation credibility cor-
responding to different samples, and then calculate sensitivity coefficient of each 
relevant index using Sobol’ method. 

4 Application Example 

Take the credibility defect detection of a guidance simulation system for example, we 
validate the effectiveness of the proposed method. 

The basic elements of the guidance simulation system are aerodynamic model (e1), 
motion model (e2), guidance system model (e3), navigation system model (e4), atmos-
phere model (e5) and earth model (e6). This example is only used to validate the effec-
tiveness of detection algorithm for credibility defect, so we will not introduce the 
detail of credibility evaluation process and directly give the index system and index 
values as shown in Fig. 2 and Table 2. According to all the index values, we calculate 
the credibility of the guidance simulation system using credibility evaluation model: 

( ) ( ) ( ) ( ) ( )( ) ( ) ( )( )( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

13 14 17

1 2 3 4 8 9 10 11 12

18 19 20 21 22 23 24 25 26 27

1 1 2 4 5 6 7 3 8 9

4 4 5 5 6 6

7 7 8 8 9 9

, , , , , , , , ,

, , , , , , , , , ,

, , , , , , , , ,

p p p

p p p p p p p p p

p p p p p p p p p p

v s f f v s v s v s v s v v v f v s v s

v s f v v v s f v v v v s f v v v v

v s f v v v s f v v v v v s f v v v v

=

= = =

= = =



  (4) 

Where f1, f2, f4, f5, f6, f7 are OWG operators; f3, f8, f9 are OWA operators. Then we get 
v(s1) = 68.50. 

 

Fig. 2. The index system for credibility evaluation of guidance simulation system 
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Table 2. The evaluation value of index 

component index value component index value component index value 

s4 
p1 40.31 

s6 
p10 95.73 s7 p19 67.06 

p2 36.45 p11 94.12 

s8 

p20 63.15 

s5 

p3 85.09 p12 96.61 p21 65.96 
p4 87.79 

s2 

p13 62.94 p22 70.36 
p5 84.77 p14 51.98 p23 52.47 
p6 83.98 p15 69.43 

s9 

p24 70.92 
p7 80.33 p16 68.72 p25 64.31 
p8 80.82 p17 44.95 p26 85.71 

s6 p9 93.15 s7 p18 73.14 p27 83.93 

 

Use the algorithm proposed in this paper to detect the credibility defect of the 
guidance simulation system. The concrete steps are in the following: 

Firstly, determine credible index set P1 and incredible index set P2. We select 
=60δ , then P1={p1, p2, p14, p17, p23}, P2={p3,…, p13, p15, p16, p18,…, p22, p24,…, p27}. 
Next, judge the defect rank of incredible index p1. Select two-level orthogonal ta-

ble L8(2
7), and then construct an extended table T 5

16 (2 )L . According to T 5
16 (2 )L , 16 

experiment schemes are arranged as shown in Table 3. 

Table 3. Experiment scheme 

No. p1 p2 p14 p17 p23 No. p1 p2 p14 p17 p23 

1 40.31 36.45 51.98 44.95 52.47 9 60.00 36.45 51.98 44.95 52.47 
2 40.31 36.45 51.98 44.95 60.00 10 60.00 36.45 51.98 44.95 60.00 
3 40.31 36.45 60.00 60.00 52.47 11 60.00 36.45 60.00 60.00 52.47 
4 40.31 36.45 60.00 60.00 60.00 12 60.00 36.45 60.00 60.00 60.00 
5 40.31 60.00 51.98 60.00 60.00 13 60.00 60.00 51.98 60.00 60.00 
6 40.31 60.00 51.98 60.00 52.47 14 60.00 60.00 51.98 60.00 52.47 
7 40.31 60.00 60.00 44.95 60.00 15 60.00 60.00 60.00 44.95 60.00 
8 40.31 60.00 60.00 44.95 52.47 16 60.00 60.00 60.00 44.95 52.47 

 

Use credibility evaluation model (4) to calculate guidance simulation credibility 
corresponding to each experiment scheme, we get: (v1(s1), v2(s1),…, v16(s1))=(68.50, 
68.74, 69.10, 69.34, 69.48, 69.24, 69.28, 69.04, 71.00, 71.25, 71.62, 71.86, 72.02, 
71.77, 71.81, 71.56). The average membership vector of p1 is R = (0.319, 0.681, 0, 0, 
0), and then we judge p1 is a moderate defect according to the principle of maximum 
membership degree. Similarly, p2, p14, p17 and p23 are judged slight defects. 

Finally, calculate sensitivity coefficients of relevant indexes of incredible index p1. 
It can be seen from Table 2 that p1~p2 describe the credibility of component s4 and 
p13~p17 describe the credibility of component s2. Because of 2 4 2s s s= ≠ ∅ , the 

relevant index set of p1 is 
1 2 13 14 15 16 17{ , , , , , }pM p p p p p p= . Here we select sampling 
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amplitude =10%τ , then the sampling interval of relevant indexes is [32.81,40.09]× 
[46.78,57.18]×[62.49,76.37]×[61.85,75.59]×[40.45,49.45]. Sampling was conducted 
in this interval by Latin Hypercube sampling and a total of 20000 sampling points is 
recorded. Using credibility evaluation model (4) to calculate guidance simulation 
credibility corresponding to each sampling point, and then calculate sensitivity coeffi-
cient of each relevant index using Sobol’ method. The analysis result is shown in 
Table 4. According to the analysis result, when the aerodynamic model is modified to 
promote the credibility of p1, we should sequentially avoid to make negative influence 
on p13, p17, p16, p15, p14, p2. 

Similarly, we can calculate sensitivity coefficients of relevant indexes of incredible 
index p2, p14, p17, p23 using Sobol’ method. The analysis result is not listed due to 
space constrains. 

In conclusion, in the improvement work of the guidance simulation system, we 
should pay more resources to promote the credibility of p1 firstly. After that the credi-
bility of p2, p14, p17, p23 are promoted respectively. Although p2’s credibility is lower 
than p1’s credibility at present, aerodynamic torque is much more important than 
aerodynamic moment for a guidance simulation system. Therefore, the credibility of 
aerodynamic force is considered preferentially in the case of limited resources, which 
accords with our conclusion. 

Table 4. Result of sensitivity analysis 

No. relevant index the first order sensitivity the total sensitivity 
1 p2 0.0439 0.0726 
2 p13 0.1880 0.2185 
3 p14 0.1757 0.1933 
4 p15 0.1751 0.2008 
5 p16 0.1803 0.2031 
6 p17 0.1910 0.2086 

5 Conclusions 

Against the defect detection problem of simulation credibility, a defect detection me-
thod based on Sobol’ method and orthogonal design is proposed. According to pre-
liminary evaluation result of simulation credibility, the importance and sensitivity of 
different indexes are analyzed by designing suitable experiment schemes. The pro-
posed method can accurately find out the bottleneck restricting simulation credibility, 
which will lay the foundation for simulation credibility optimization. 
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Abstract. For the further study of advanced radar emitter signals (RES) feature, 
the distribution of advanced RES features was deeply analysis. Normality test 
method of RES feature distribution was proposed based on the Mahalanobis 
distance. First, it realized normality test of one-dimensional feature through the 
calculation of skewness and kurtosis, and then, through the calculation of 
Mahalanobis distance, it realized the normality test of RES multi-dimensional 
feature vectors. Simulation results show that, the distribution of RES feature 
vector doesn’t have the standard normal characteristics. This conclusion can 
provide the theoretical support for the further analysis of RES features. 

Keywords: Radar emitter signal, Feature analysis, Mahalanobis distance, 
Normality test. 

1 Introduction 

The recognition of advanced RES is an important part of electronic intelligence 
systems, electronic support measure systems, and radar warning receiver systems in 
electronic warfare. The mining researches of new RES feature are becoming research 
focus [1]. Many scholars have done a lot of in-depth researches in RES feature 
extraction, but there are little characteristics studies of these features. Some studies 
make a decision based on the histogram distribution [2]. This method is relatively 
rough and is not systematic. To this end, Normality test method of RES feature 
distribution characteristics is proposed based on the Mahalanobis distance. The 
method first analysis the distribution characteristics of single one-dimensional RES 
signal characteristics, on this basis, the distribution characteristics of the multi-
dimensional RES feature vector were analysis. This research has a positive reference 
value on RES features evaluation and the further study of advanced RES features. 

2 The Distribution Analysis of Advanced RES Feature 

The normal distribution is the most important distributed in nature, it can describe a 
number of random phenomena and act as a true overall model. It created many 

                                                           
* Corresponding author. 
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statistical methods has also been widely used based on the assumption that the data 
generated from a multivariate normal distribution. In practical applications, if the 
single one-dimensional characteristics of radar emitter signals obey a normal 
distribution, we wouldn't be able to get the conclusion that the distribution of 
multidimensional feature vector of RES obeys a normal distribution, so, study on the 
distribution of RES multidimensional feature vector is very necessary.  

2.1 One-Dimensional Normal Distribution Test 

Test methods of one-dimensional normal sample substantially are Karl Pearson 
moment method, Swilk test methods, P-P diagram method, Q-Q diagram method, 
Kolmogorov-Smirnov method, Chi-square goodness of fit test methods, etc [3]. 
Normal distribution characteristics of one-dimensional RES features are tested by 
using moment method. Moment method test normal distribution by calculating the 
skewness and kurtosis, which was used the third-moment and fourth-moment 
principle. When the sample is greater than 200, the test efficacy of this method is 
high. The skewness coefficient indicates the degree of deviation between distribution 
and average. It is a measure of asymmetries in the distribution. The kurtosis 
coefficient indicates the convex and flat degree of the distribution pattern graphics 
peak. It is a measure of the graphical slope. When kurtosis and skewness are zero, the 
variable distribution is ideal normal distribution. 

For the time sequence ( 1,2, , )iX i N=  , N is the number of samples. The of 

skewness coefficients bs and kurtosis coefficients bk are defined as follow. 
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is the standard deviation of the time series. svar is the variance of the time sequence. 
When the number of samples is large enough, and if the samples follow a normal 
distribution, the coefficient of skewness and kurtosis follow a normal distribution, and 
the mathematical expectation is zero, the variance are as follows. 
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Assuming that the sequences follow a normal distribution, the confidence level 
a=0.05, if |bs|>1.96sbs and |bk|>1.96sbk, reject the hypothesis. This indicates that the 
sequence does not follow a normal distribution. Otherwise, the assumption holds that 
the sequences follow a normal distribution. 

2.2 Multidimensional Data Normality Test 

If a variable set obey the multivariate joint normal distribution, each variable must 
obey the one-dimensional normal, but the converse is not established. Therefore, for 
the multi-dimensional characteristic variables, not only each one-dimensional feature 
would be doing unvaried normality test, but also the joint multi-dimensional 
characteristic variables would be doing normality test. The theory system of one-
dimensional normality test has been well basically established, and so far, the multi-
dimensional normality test has not a comprehensive theoretical system [4].  

By the nature of the normal distribution, Under H0, the Mahalanobis distance D2, 
which is from the sample X to the center μ, obey the chi-square distribution, the 
freedom degrees of the chi-square distribution is p. 2

iD is calculated based on the 

sample X (i), sort 2
iD , 2 2 2

1 2 ND D D≤ ≤ ≤ . 

Empirical distribution function of the statistics D2 is taken as. 

2 20.5
( ) ( | )N i i i

i
F D p H D p

N

−= = ≈  (5) 

Where, 2( | )iH D p  represents the values of the distribution function 2
iD  of 2( )pχ . 

Assume that the ip quintile of chi-square distribution is 2
iχ , then 2( | )i iH p pχ = , that 

is. 2 1( | )i iH p pχ −= . Then the quantile ip of the sample is obtained by the empirical 

distribution. 2 1( )i N iD F p−= . If ( | ) ( )NH x p F x≈ , then 2 2
i iD χ= , draw a scatter plot of 

point 2 2( , )i iD χ , you can get Q-Q diagram of a normal distribution, Specific steps are as 

follows. 
Step 1 Calculate the sample mean X and the covariance matrix S of p-dimensional 

sample points ( 1,2, , )iX i n=  . The number of sampling points is n. 

1

1
( )( )

1

n

i i
i

S X X X X
n =

′= − −
−   (6) 

Step 2 Calculate the Mahalanobis distances 2
iD , which were got from sample 

point ( 1,2, , )iX i n=  to X . 

2 1( ) ( ) ( 1,2, , )i i iD X X S X X i n− ′= − − =   (7) 

Step 3 The Mahalanobis distances 2
iD are arranged in ascending order. 

2 2 2
1 2 nD D D≤ ≤ ≤ . 

Step 4 Calculate ip and 2
iχ .

0.5
,( 1,2, , )i

i
p i n

n

−= =  , 2( | )i iH p pχ = . 
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Step 5 The coordinate system is established, 2
iD is the abscissa, and 2

iχ is the 

vertical coordinate. These points 2 2( , )i iD χ are plotted. The Q-Q plot is obtained 
Step 6 Analysis of the distribution of the scattered points, if these points are spread 

in a straight line, which passes through the origin and the slope is 1, and then the 
original hypothesis is accepted. These data can be considered to obey the multivariate 
normal distribution, otherwise, reject the original hypothesis. 

3 Calculation and Analysis 

In order to study the space distribution characteristics of advanced RES features, CR1, 
CR2 characteristics of resemblance coefficient feature [5] are selected, and M1, M4 
characteristics of wavelet gray moments feature [6] are selected. They will be used as a 
numerical example. The calculation and analysis is completed on the platform of 
Lenovo E46L. It selected five typical radar emitter signals in BPSK, QPSK, LFM, 
NLFM, and FSK, added 25db noise to all RES. 1000 feature vectors were extracted by 
using the aforementioned feature extraction methods, these feature vectors were used 
to analysis of the calculation example. The distribution parameter calculation results of 
single one-dimensional RES are shown in table 1 - table 4 below. 

Table 1. The feature distribution parameter of resemblance coefficient CR1 

RES x  s svar bs bk sbs sbk 

BPSK 0.3666 0.0008 0 0.0387 -0.1144 0.0773 0.1538 
QPSK 0.0584 0.0003 0 -0.1256 0.0755 0.0773 0.1538 
LFM 0.3924 0.0016 0 0.0625 -0.1778 0.0773 0.1538 

NLFM 0.2101 0.0005 0 -0.1067 -0.1108 0.0773 0.1538 
FSK 0.2188 0.0004 0 0.0507 -0.0730 0.0773 0.1538 

Table 2. The feature distribution parameter of resemblance coefficient CR2 

RES x  s svar bs bk sbs sbk 

BPSK 0.6351 0.0015 0 0.0502 -0.0601 0.0773 0.1538 
QPSK 0.1012 0.0006 0 -0.1359 0.0678 0.0773 0.1538 
LFM 0.6801 0.0026 0 0.0350 -0.1518 0.0773 0.1538 

NLFM 0.3640 0.0009 0 -0.0927 -0.0903 0.0773 0.1538 
FSK 0.3792 0.0007 0 0.0433 0.0393 0.0773 0.1538 

Table 3. The feature distribution parameter of wavelet gray moment M1 

RES x  S svar bs bk sbs sbk 

BPSK 67.3700 2.3505 5.5249 0.0799 0.1102 0.0773 0.1538 
QPSK 36.6095 1.8420 3.3931 0.3597 0.1422 0.0773 0.1538 
LFM 73.1585 2.1936 4.812 0.2574 0.1914 0.0773 0.1538 

NLFM 35.2103 1.8506 3.4248 0.2669 0.0807 0.0773 0.1538 
FSK 56.6898 2.3591 5.5652 0.3095 0.1504 0.0773 0.1538 
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Table 4. The feature distribution parameter of wavelet gray moment M4 

RES x  s svar bs bk sbs sbk 

BPSK 366.2078 6.0736 36.8891 -0.211 0.0074 0.0773 0.1538 
QPSK 115.4873 1.853 3.4337 0.0066 0.1315 0.0773 0.1538 
LFM 313.1696 7.8114 61.0187 0.1064 -0.0153 0.0773 0.1538 

NLFM 94.2184 1.5072 2.2715 0.1578 -0.0372 0.0773 0.1538 
FSK 205.9587 3.3526 11.2397 0.0066 -0.2275 0.0773 0.1538 

 
It can be seen from table 1- table 4, if the confidence level a = 0.05, |bs|＜1.96sbs 

and |bk|＜1.96sbk, then the assumption holds that the sequences follow a normal 
distribution. This shows that a single RES features are subject to normal. 

Mahalanobis distance 2
iD is horizontal, the quantile 2

iχ is the vertical axis, and the 

Q-Q plot of scatter points, as shown in figure 1-figure 2 below, is drawn. 
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Fig. 1. The Q-Q plot of RES resemblance coefficient feature vectors 
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Fig. 2. The Q-Q plot of RES wavelet gray moments feature vectors 
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As can be seen from figure 1 and figure 2, scattered point 2 2( , )i iD χ of Q-Q figure is 

not dispersed in one straight line, which passes through the origin, and the slope is 1. 
In accordance with the principles of the Q-Q diagram test methods of chi-square 
statistic, we can assume that these data are not from multivariate normal population, 
In other words, the spatial distribution of these RES eigenvectors does not have a 
normal distribution. 

4 Conclusions 

The distribution of RES features in the feature space is critical to the radar emitter 
signal recognition, if some characteristics of different radar emitter signals in the 
feature space overlap less or no overlap, then the feature is more favorable to the 
recognition of radar emitter signals. Experimental results show that the single one-
dimensional resemblance coefficient feature and wavelet gray moment feature have a 
normal distribution, but the multi-dimensional resemblance coefficient feature vector 
and wavelet gray moment feature vector are not necessarily normal distribution. The 
research group will be based on the research results, and make an in-depth study on 
RES feature distribution by using new method. 
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Abstract. In this study, we propose a method of designing IMC-PID based on 
approximation of polynomial equations. In the industrial field, IMC-PID is used 
by many engineers, because it has a good robustness and a good performance. 
However, the design of the conventional IMC-PID controller is complex. To 
solve this problem, in this paper, we design IMC-PID controller by using poly-
nomial equations approximation. Our simulation results show that the proposed 
method has a better performance than that of the conventional IMC-PID. 

Keywords: Approximation of Polynomial equations, All-pole Approximation, 
Time Delay, IMC-PID. 

1 Introduction 

In the industrial field, Internal model control (IMC) is widely used by many engineers, 
because it has a good robustness and a good control performance. However, at the present 
day, there is necessary to convert IMC to PID type, because the controller of PID type is 
widely used. To convert the IMC controller to PID type, it is approximation of the time 
delay is essential. Rivera et al. [1] used zero order Pade approximation and first order Pade 
approximation to design the IMC-PID controller. Gong et al. [2] designed the IMC-PID 
controller by using second order symmetric Pade approximation. Panda et al. [3] and Lee 
et al. [4] designed the IMC-PID by using Maclaurin’s series. Design of using Maclaurin’s 
series is known as IMC-Mac. Jin et al. [5] used all-pole approximation to approximate the 
time delay, because they found a problem that it causes zeros to the control system in 
approximation of using Pade approximation. However, a design of the controller is com-
plex in these conventional methods. 

In this study, we design the IMC-PID controller by using an approximation of po-
lynomial equations. By using this approximation, the calculation of the controller 
becomes simple. In addition, the proposed IMC-PID has a control performance better 
than the conventional methods. In simulation study, we confirm the effectiveness of 
the proposed method. 

2 Design of IMC System 

In this paper, the controlled plant G(s) is expressed as follows.  

 ˆ ˆ ˆ( ) ( ) ( ) ( )G s G s G s G s+ −≅ =  (1) 
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In equation (1), ˆ ( )G s is the plant model, ˆ ( )G s+ is contains all the time delay and 

right-half-plane zeros, and ˆ ( )G s− is the transfer function with minimum phase cha-

racteristic and contains no predictive item. Then, the IMC control system is illustrated 
in Fig. 1(a). In Fig.1(a), K(s) is a general controller, C(s) is an IMC controller, R(s) is 
a reference signal, Y(s) is a plant output, and D(s) is a disturbance. 

  
(a) Block diagram of IMC  principle 

 
(b)   An equivalent circuit of IMC system 

Fig. 1. Block diagram of IMC system 

An IMC controller C(s) is obtained by equation (2). It can be rewritten as equation 
(3). Then, an IMC controller is expressed as equation (4), and IMC filter f(s) is low-
pass filter and is a reference model. From equations (3) and (4), K(s) is obtained as 
equation (5). And Fig.1(a) can be changed into an equivalent circuit as Fig.1(b).  
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K s
C s

K s G s
=
+
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( )

( )
ˆ1 ( ) ( )

C s
K s

G s C s
=
−
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ˆ ( )
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K s

f s G s

−
−

−
+

=
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3 Proposed IMC-PID 

In this section, we convert an IMC controller into PID type by using an approximation 
of polynomial equations. First, we rewrite a controller K(s) as equation (6) so that it 
can be converted into PID type. 

K(s) G(s)

D(s)

R(s) Y(s)

C(s)

ˆ ( )G s

+

－ －

+ + +

ˆ ( )G s
+

－

K(s) G(s)

D(s)

+ ++

－

R(s) Y(s)
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2

0 1 2( ) i
p d

k k s k s K
K s K K s

s s

+ + +
= ≅ + +


 (6) 

We give a controlled plant G(s) and an IMC filter f(s) as follows, respectively, to 
explain how to design the IMC-PID controller. 

 ˆ ˆ( ) ,where ( ) , ( )
1 1

Ls Lsb b
G s e G s e G s

as as
− −

+ −= = =
+ +

 (7) 

 
1

( )
1

f s
sλ

=
+

 (8) 

In this paper, the time delay e-Ls is approximated as equation (9). Then, we approx-
imate by using all-pole approximation [5]. Equation (10) is given by substituting equ-
ation (7) and (8) in equation (5).  

 2 2

1

0.5 1
Lse

L s Ls
− ≅

+ +
 (9) 

 
2 3 2 2

2
0 1 2 2 2 2

0.5 ( 0.5 ) ( ) 1

[0.5 ( 0.5 ) ( )]

aL s aL L s a L s
k k s k s

b L s L L s Lλ λ λ
+ + + + ++ + + =
+ + + +

  (10) 

We rewrite equation (10) by equation (11). The controller of PID type as equation 
(12) is obtained by applying an approximation of polynomial equations to (11). 

 

2
0 0 1

2 2 2
0 1 2

2 2 2 3
2 2 3

1 2

( ) [( 0.5 ) ( ) ]

[0.5 ( 0.5 ) ( ) ]

1 ( ) ( 0.5 ) 0.5
[0.5 ( 0.5 ) ]

L k L L k L k s

L k L L k L k s

a L s aL L s aL s
L k L L k s

b

λ λ λ
λ λ λ

λ λ

+ + + + +

+ + + + +

+ + + + ++ + + =

 (11) 

 

1

0 2

1 2 2 2

2 2 2 2

0 0 1

0.5 01

0.5 0.5 0.5

0 0.5 0.5 0.5

L
k

L L L a L
k

L L L L aL Lb
k

L L L aL

λ
λ λ

λ λ λ
λ λ

−+   
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 (12) 

As described above, the general formula of the IMC-PID controller can be ob-
tained, and it can be design simply by choosing the filter constant λ. Moreover, calcu-
lation of controller becomes easy by using algebra calculation. 

4 Simulation Results 

In this section, in order to confirm the effectiveness of the proposed IMC-PID, we 
compare our method with the conventional method. These methods are IMC-Mac and 
IMC-PID by Jin et al. In this simulation, we assume that the controlled plant is equa-
tion (13). Unit step input is introduced at t = 0 [s], and disturbance signal of -0.1/s is 
introduced at t = 20 [s]. Finally, the filter constant λ is set to 1. Fig.2 shows a unit step 
response and Fig.3 shows bode diagram.  
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From Fig.2, we confirm that the response of the proposed method is similar to the 
reference model than that of IMC-Mac and IMC-PID by Jin et al. This means that the 
proposed method is closer to the IMC ideal structure than the conventional methods. 
Furthermore, From Fig.3, the phase curve of the proposed method is similar to the 
reference model than that of IMC-Mac and IMC-PID by Jin et al. This means that 
transfer function of the proposed method system is closer to reference model than that 
of conventional methods. 

 1.51
( )

1 1.5
sG s e

s
−=

+
 (13) 

 

Fig. 2. Step response of Simulation 

 

Fig. 3. Bode diagram of Simulation) 
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5 Conclusions 

In this paper, we have proposed a method of designing a new IMC-PID based on 
approximation of polynomial equations. Design of IMC-PID controller has become 
easy by using algebra calculation, and the general formula of IMC-PID controller has 
been obtained simple by choosing the filter constant λ. According to simulation re-
sults Fig.2,  we can confirm that the proposed method has a control performance 
better than the conventional method. Furthermore, from simulation results Fig.3, our 
method also shows that it is significantly similar to the reference model in phase 
curve than other method. That is to say, the proposed method is a design method more 
similar to IMC principle than conventional methods, moreover, it is a design method 
which can be easily constructed. 
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Abstract. We propose a digital redesign method for plants with input time 
delay. When a network system is controlled, it is necessary to take into account 
the time-delay, and to keep the system stable. In this paper, we use the digital 
redesign and Internal Model Control (IMC). The system is able to compensate 
input time delay, input side disturbance, and to maintain the stability by 
combining IMC and input time delay using digital redesign. We confirmed 
superior performance by simulation study. 

Keywords: Digital Redesign, Input Time Delay, Time Delay Compensation 
Controller, Internal Model Control, Smith compensator. 

1 Introduction 

The system of the industry is controlled on the network, which is possible to reduce 
the cost for the wiring, installation, and construct the system in a small space. 
Furthermore, it is an advantage that by constructing the system on a network, the 
system maintenance can be performed easily. However, when move the system 
network, an unavoidable effect of disturbance and unpredictable delays come out, the 
system becomes unstable. Therefore, there is a need to develop a control method that 
allows to remove the factors that destabilizes the system. 

The purpose of this paper is to design a system that compensates the input time 
delay using digital redesign [1] [2]. However, steady-state error occurs when we use 
only the time delay compensation controller designed using the digital redesign. So, 
we improve performance using the Smith compensator [3] and Internal Model Control 
[4] [5]. Furthermore, it is possible to maintain higher stability by changing the value 
of the filter controller of the Internal Model Control (IMC) [4] [5]. We confirmed 
superior performance by simulation study. 

2 Proposed Method 

In this section, we describe our proposed method. Our method consists of Input Time 
Delay [1] [2], IMC [4] [5], and Smith compensator [3]. A block diagram of Input 
Time Delay Compensation Controller is shown in Fig.1. 
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Fig. 1. Block diagram of Input Time Delay Compensation Controller 

Input Time Delay Compensation Controller can be written as follows. 

 ( ) ( ) ( )1 1 1 2 2= − + − +v v i v iu t K x t T K x t T  (1) 

The predicted state ( )1 +d v ix t T  for the plant input time delay can be written as 

follows: 

 ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1 1 1 0 1
+ + ++ = + − +v r v r v r

d v i d d dx t T G x kT H u kT T H u kT  (2) 

where 

( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1
1 1 1 1 1 1 1 0 1 1 1 1, ,+ + + +− −   = = − = −   

v r A v r T v r v r v r r
n nG e H G G I A B H G I A B  

The plant with delay-free predicted state ( )2 +d vx t rT  can be written as follows 

 ( ) ( ) ( ) ( ) ( )2 2 2 2 2
+ ++ = +v r v r

d v d dx t rT G x kT H u kT  (3) 

Substituting (2), (3) into (1), we obtain the following equation: 

 ( ) ( ) ( ) ( ) ( )1 11 1 12 2 11 1 12 2= − − − − −d d d d d d d d du kT K x kT K x kT D u kT T D u kT  (4) 
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A block diagram of the proposed method is shown in Fig.2. The proposed method 

is designed by using the Input Time delay compensation controller [1] [2], Internal 
Model Controller (IMC) [4] [5], and Smith compensator [3]. 
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Fig. 2. Block diagram of the proposed method 

3 Simulation Results 

In this section, we show the simulation of the proposed method. In each example, a 
unit step set point is introduced at time 0[s]=t , and an input side load disturbance 

( ) 0.1/= −inD s s is introduced at time 10[s]=t . The plant is discretized by the zero-

order hold method with sampling time 0.01[s]=t .  

3.1 Example. 1 

Equations (5) and (6) are the plant and IMC filter, respectively. Feedback gains are

1 2[1.0836 7.5403] , [ 1]= = −K K . 

 

Fig. 3. Simulation Results (Example.3-1) 
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  (5) 

  (6) 

Fig.3 shows the output response. 
Fig.3 is the simulation of the secondary plant with time delay. Convergence time is 

faster and overshoot is smaller than those of the method controlled only by Time 
Delay Compensation Controller. In addition, we found that steady-state error did not 
occur in the proposed method. 

3.2 Example. 2 

Equations (7) and (8) are the plant and IMC filter, respectively. Feedback gains are

1 2[1] , [ 1]= = −K K . 

 0.50.79
( )

0.09 1
− −=

+
iT s s

pG s e e
s

 (7) 

 
2

1
( )

0.05 0.4 1
=

+ +
F s

s s
 (8) 

Fig.4 shows the output response.  

 

Fig. 4. Simulation Results (Example.3-2)  

( )
0.50.81

( )
0.97 1 (0.1 1)

− −=
+ +

iT s s
pG s e e

s s

2

1
( )

0.05 0.4 1
=

+ +
F s

s s

0 2 4 6 8 10 12 14 16 18 20
0

0.2

0.4

0.6

0.8

1

1.2

Time[s]

O
ut

pu
t

Input
Time Delay Compensation Controller
Proposed Method



444 H.S. Karasaki et al. 

 

Fig.4 is the simulation of the plant primary delay system. As shown in simulation 
results Example.3-2, we have succeeded in eliminating the steady state error that has 
occurred when it was controlled only by Time Delay Compensation Controller. 

The proposed method shows that it has robustness and better tracking. 

4 Conclusion 

In this paper, we have proposed the digital redesign method for the plant with input 
time delay. The application of the time delay compensation controller, Smith 
compensator [3] and IMC [4] [5] makes it possible to eliminate the steady-state error. 
Furthermore, it is possible to maintain stability by changing the value of the filter in 
the IMC [4] [5] controller. By applying the proposed method to simulation, the 
effectiveness of the method has been confirmed. 
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Abstract. Probability density function (PDF) method is implemented
in direct numerical simulation (DNS) to simulate turbulent reactive flows
(DNS–PDF method). In the DNS–PDF method, a flow field and a non
reactive scalar are predicted by the DNS, whereas reactive scalars are
predicted by the Lagrangian PDF method, in which a transport equa-
tion of joint PDF of reactive scalars is solved by using a large number of
notional particles. A mixing time scale for a mixing model used in the
PDF method is directly estimated from the DNS result. In the present
model for the mixing time scale, the effect of distance between notional
particles is implicitly taken into account. The DNS–PDF method is ap-
plied to a planar jet with a second-order chemical reaction. The results
show that the DNS–PDF method can accurately predict the rms value of
mixture fraction fluctuation, and the present model for the mixing time
scale is valid. It is also found that the DNS–PDF method can accurately
predict mean concentrations of reactive species.

Keywords: Numerical Simulation, Mixing, Chemical Reaction, Turbu-
lent Flow.

1 Introduction

Turbulent mixing of reactive species can be seen in various flows in engineering
equipments and the environment. Because the characteristics of turbulent mix-
ing and chemical reactions largely affect the efficiency of engineering equipments,
numerical methods for the reactive flows are needed to design engineering equip-
ments and to predict diffusions of pollutants in the environment. Conventional
approaches such as moment closure methods [1,2] and large eddy simulations
[3,4] face difficulty in modeling chemical source terms when they are applied to
the reactive flows [5]. On the other hand, probability density function (PDF)
methods [6,7] can strictly treat the chemical source terms without using any
models for the chemical source terms. In the Lagrangian PDF method [6], a
transport equation of joint PDF of reactive scalars is numerically solved by us-
ing a large number of notional particles. The PDF method requires a model for
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a effect of molecular diffusion (mixing model), in which a mixing time scale has
to be specified. The mixing time scale largely affects the numerical results of
PDF method. Therefore, the estimation of mixing time scale is important in the
PDF method.

In this study, we develop a numerical method to predict reactive flows by
combining the PDF method with a direct numerical simulation (DNS). This
numerical method is briefly referred to as the DNS–PDF method. In the DNS–
PDF method, a flow field and a non reactive scalar are predicted by the DNS,
and reactive scalars are predicted by the PDF method. The DNS results of non
reactive scalar are used to estimate the mixing time scale, which is required in
the mixing model used in the PDF method. The DNS–PDF method is applied to
a planar jet with a second-order chemical reaction, and is verified by comparing
the results of DNS–PDF method with the DNS results of Watanabe et al [8].

2 DNS–PDF Method

In this section, we describe the DNS–PDF method for reactive flows. In the
DNS–PDF method, a flow field and a mixture fraction, which is a non reac-
tive scalar, are predicted by the DNS. In the DNS, an instantaneous velocity
Ui and the mixture fraction ξ∗ are calculated by numerically solving the conti-
nuity equation, the incompressible Navier–Stokes equations, and the transport
equation of mixture fraction;

∂Uj

∂xj
= 0, (1)

∂Ui

∂t
+

∂UiUj

∂xj
+

∂p

∂xi
− ν

∂2Ui

∂xj∂xj
= 0, (2)

∂ξ∗

∂t
+

∂Ujξ
∗

∂xj
−D

∂2ξ∗

∂xj∂xj
= 0. (3)

Here, p is an instantaneous pressure, ν is a kinematic viscosity, and D is a
diffusivity coefficient. The Superscript ∗ denotes the scalar quantity calculated
by the DNS, and this notation is used to distinguish scalar quantities obtained
by the DNS from those by the PDF method.

A joint probability density function fΦ(Ψ;x, t) of scalar quantities Φ =
(φ1, ..., φα, ...) evolves according to the following equation [9];

∂fΦ
∂t

+
∂

∂xi
[〈Ui | Ψ〉fΦ] = − ∂

∂ψα

[〈
Dα

∂2φα

∂xj∂xj
| Ψ
〉
fΦ + Sα(Ψ)fΦ

]
. (4)

Here, Ψ = (ψ1, ..., ψα, ...) is a sample space vector for Φ, Dα is a diffusivity
coefficient for φα, Sα is a production rate of φα by chemical reactions, and 〈∗ | Ψ〉
denotes a conditional mean value conditioned on Φ = Ψ. In the Lagrangian
PDF method, Eq. (4) is numerically solved by using a large number of notional
particles. A state of notional particle n is represented by the position x(n) and
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the scalar quantities Φ(n) = (φ
(n)
1 , ..., φ

(n)
α , ...). The notional particle n evolves

according to

∂x(n)

∂t
= U(x(n), t), (5)

∂φ
(n)
α

∂t
=

[
Dα

∂2φα

∂xj∂xj

](n)
+ Sα(Φ

(n)). (6)

The joint PDF fΦ(Ψ;x, t) is evaluated from notional particles. U(x(n), t) can be
obtained from U(x, t) predicted by solving Eqs. (1) and (2), and Sα(Φ

(n)) can
be calculated without using any models. The first term in Eq. (6) represents the
effect of molecular diffusion, and has to be modeled by a mixing model.

One of the simplest mixing models is the Curl’s model [10]. In the Curl’s
model, the effect of molecular diffusion is modeled by the change in the scalar
quantities of two selected particles. The Curl’s model calculates the change in

φ
(n)
α during the time interval dt by the molecular diffusion as follows;[

dφ(n)
α

]
mix

= β
[
〈φα〉(n,m) − φ(n)

α

]
, (7)[

dφ(m)
α

]
mix

= β
[
〈φα〉(m,n) − φ(m)

α

]
. (8)

Here,
[
dφ

(n)
α

]
mix

is the change in φ
(n)
α by the molecular diffusion modeled by the

mixing model, and 〈∗〉(n,m) denotes the average of two particles n and m. In the
Curl’s model, β = 1 with probability P , and β = 0 with probability (1 − P ).
The probability P is given by P = 2dt/τL, where τL is the mixing time scale.
τL depends on the characteristics of scalar field and the distance between two
particles [11]. In this study, the following expression for τL is used to implicitly
take into account the effect of distance between two particles;

τL =
〈ξ′′2〉(n,m)

〈N∗〉(n,m)
, (9)

ξ′′(n) ≡ ξ∗(n) − 〈ξ∗〉(n,m). (10)

Here, N∗ = D(∂ξ∗/∂xj)
2 is a scalar dissipation rate. ξ∗(n) and N∗(n) can be

obtained by interpolating the DNS results of mixture fraction. According to
Cleary et al. [11], the particle which is the closest to the particle n in the reference
space (x, ξ∗) is selected as the mixing particle m. In three-dimensional flows, a
distance between the particles n and m in the reference space is defined by

d2(n,m) =
1

2

⎡
⎣ 3∑

i=1

(
x
(n)
i − x

(m)
i

lx

)2

+
(
ξ∗(n) − ξ∗(m)

)2⎤⎦ . (11)

Here, lx is a characteristics length scale in the physical space x.
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A + B → P
Reactant A
(jet flow)

Fig. 1. A planar jet with a second-order chemical reaction

3 DNS–PDF Simulation of Reactive Planar Jet

The DNS–PDF simulation is performed for a planar jet with a second-order
chemical reaction A+B → P shown in Fig. 1. The same reactive planar jet was
previously investigated using the DNS by the authors [8]. The jet flow containing
the reactant A is ejected into the ambient flow containing the other reactant B
through the rectangular nozzle with the width of d. The two reactants are mixed
in the jet flow, and the product P is produced by the second-order chemical
reaction. The ratio of the streamwise mean velocity in the ambient flow, UM,
to the streamwise velocity averaged in the jet exit, UJ, is UM/UJ = 0.056. The
Reynolds number based on UJ and d is Re = UJd/ν = 2,200. The Schmidt
number (Sc = ν/Dα, α = A,B, and P) is set to 1. According to the experiment
of reactive planar liquid jet [12], the initial concentrations of reactant A and B
are set to ΓA0 = 0.4 mol/m3 and ΓB0 = 0.2 mol/m3, respectively. The mixture
fraction ξ is defined by ξ = (ΓA − ΓB + ΓB0)/(ΓA0 + ΓB0), where Γα is an
instantaneous concentration of species α. The stoichiometric value of mixture
fraction is given by ξS = ΓB0/(ΓA0 + ΓB0). The maximum concentration of
product P in the stoichiometric condition is ΓP0 = ΓA0ΓB0/(ΓA0 + ΓB0). A
production rate of reactive species α by the chemical reaction, Sα, is given by

SP = −SA = −SB = kΓAΓB. (12)

Here, k is a reaction rate constant. The production rate of product P normalized
by UJ, d, and ΓP0 is written by ŜP = DaΓ̂AΓ̂B, where Γ̂α = Γα/Γα0 and Da
is the Damköhler number defined by Da = k(ΓA0 + ΓB0)d/UJ. The DNS–PDF
simulation is performed for the three different chemical reactions which satisfy
Da = 0.1, 1, and 10. The size of computational domain is Lx = 9.5πd in the
streamwise (x) direction, Ly = 7.7πd in the lateral (y) direction, and Lz = 2.6πd
in the spanwise (z) direction.
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Fig. 2. Lateral profiles of rms value of mixture fraction fluctuation

In the DNS, the fractional step method is used to solve the governing equa-
tions which are spatially discretized by using central differences, and the Pois-
son equation is solved by a conjugate gradient method. For time integrals, the
Crank–Nicolson method is used for the viscous term in the y direction, and the
third-order Runge–Kutta method is used for the other terms. The convective
outflow condition [13] is applied to the y–z plane at x = Lx. Random fluctua-
tions are used to generate the inflow velocity which satisfies the mean velocity
profile and the variance of streamwise velocity fluctuation measured at the jet
nozzle in the experimental apparatus [12]. The free slip boundary condition is
applied to the lateral boundaries, and the periodic boundary condition is ap-
plied to the homogeneous (z) direction. The computational domain is resolved
by 454 × 250 × 74 (x × y × z) grid points. The equidistant grids are used for
the x and z directions. In the y direction, the grid is stretched near the lateral
boundaries, and the fine grid is used near the jet centerline.

In the PDF methods, Φ = (ξ, ΓP) is calculated by solving Eqs. (5) and (6),
and then the instantaneous concentrations of reactants A and B are calculated
from a mass conservation law;

ΓA = ΓA0ξ − ΓP, (13)

ΓB = ΓB0(1− ξ)− ΓP. (14)

Equation (6) is solved by using the fractional step methods. 77,760 particles are
introduced into the computational domain. The mean distance between the clos-
est particles is 0.42d, and lies between the Taylor microscale and the Batchelor
scale, which is the smallest scale of scalar fluctuation. The effect of molecu-
lar diffusion is modeled by the Curl’s model. In Eq. (11), the characteristics
length scale lx is set to the nozzle width d. For the notional particles, the inflow
boundary condition is applied to the y–z plane at x = 0 and the x–z planes
at y = ±Ly/2, and the outflow boundary condition is applied to the y–z plane
at x = Lx. The notional particle which leaves the computational domain across
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Fig. 3. Lateral profiles of mean concentration of product P at (a) x/d = 10 and (b)
x/d = 25

the inflow and outflow boundaries is replaced at the inflow boundary. In order
to keep the local number density of particles statistically constant, the position
where the particle is placed is determined according to an instantaneous flow
rate normal to the inflow boundary. When the particle is placed at the inflow

boundary, ξ(n) = 1 and Γ
(n)
P = 0 are imposed for the particle placed in the

jet nozzle, and ξ(n) = 0 and Γ
(n)
P = 0 are imposed for the particle placed in

the ambient flow. The periodic boundary condition is applied for the notional
particles in the z direction. To evaluate the statistics of reactive scalars from the
notional particles, the computational domain is divided into 100 × 80 (x × y)
small regions, and the statistics at each region are estimated from the particles
in the region.

In DNS of reactive flows, reactive scalar transport equations are solved in DNS
as well as the gorverning equations of velocity field. Therefore, the computational
cost of DNS is extensive when multiple reactive species are involved in the flow
field. In contrast, in the DNS-PDF method, reactive scalar transport equations
do not have to be solved in DNS, because the reactive scalars are simulated in
the PDF method. The computaitonal cost of PDF method is low compared with
the DNS. Using the PDF method instead of DNS of reactive scalar field enables
us to reduce the computational costs of numerical simulation of reactive flows.

4 Results and Discussions

In this section, the results of DNS–PDF method are compared with the previous
DNS results [8]. Figure 2 shows the lateral profiles of rms value of mixture
fraction fluctuation ξ′rms. The profile of ξ′rms calculated by the PDF method
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depends on the mixing time scale, and can be used to varify the model for the
mixing time scale. In Fig. 2, it is found that ξ′rms obtained by the DNS–PDF
method agrees well with the DNS result. This agreement implies that the model
for the mixing time scale (Eq. (9)) is valid.

Figure 3 shows that the lateral profiles of mean concentration of product P,
〈ΓP〉/ΓP0, for Da = 0.1, 1, and 10 at x/d = 10 and 25. In Fig. 3, the lateral
position y is normalized by the half width of mean mixture fraction bξ. At
x/d = 10, the lateral profile of 〈ΓP〉 has peak values at y/bξ ≈ 0.7, whereas 〈ΓP〉
does not depend on the lateral position near the jet centerline at x/d = 25. It is
found that similar profiles of 〈ΓP〉 can be obtained by the DNS–PDF method.
Figure 3 shows that the DNS–PDF method can accurately predict the mean
concentrations of reactive species.

5 Conclusions

The DNS–PDF method is developed to simulate turbulent reactive flows. In the
DNS–PDF method, a flow field and a non reactive scalar are predicted by the
DNS, whereas reactive scalars are predicted by the PDF method. In the DNS–
PDF method, the mixing time scale for the mixing model is directly estimated
from the DNS result. The DNS–PDF method is applied to the planar jet with a
second-order chemical reaction. It is found that the rms value of mixture fraction
fluctuation obtained by the DNS-PDF method agrees well with the DNS result.
This agreement implies that the models for the mixing time scale used in this
study is valid. It is also found that the DNS–PDF method can accurately predicts
mean concentrations of reactive species.
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Abstract. The Phillips spectrum is widely used in the real-time scene 
simulation of ocean waves. Structural analysis has shown the Phillips spectrum 
to be an instantaneous spatial spectrum. Its frequency spectrum agrees with the 
spectrum form raised by Neumann, and is close to the P-M spectrum. Its 
directional distribution function is in the form recommended by the 
International Towing Tank Conference. However, the Phillips spectrum has two 
problems in application. First, neither the value nor the calculation method of 
the spectral constant A is given. Second, the height above ocean surface of the 
spectral wind speed is not provided. The spectral constant A is calculated on the 
hypothesis that the wave energy per unit area of the Phillips spectrum equals 
that of the P-M spectrum, and the height is specified with reference to the P-M 
spectrum. Apart from the Phillips spectrum, other spectrum should be 
considered, so we use the JONSWAP-Poisson spectrum. The spectrum has the 
JONSWAP spectrum as its frequency spectrum, and its distribution function is 
the Poisson form. The two spectra are applied for ocean wave scene simulation. 
A comparison of the simulation results of the two spectra shows that wind 
speed and fetch length can affect the shape of the generated ocean wave. The 
simulated ocean waves of the Phillips spectrum can reflect the wind speed and 
direction influence on the wave, but they cannot reflect the fetch length effect. 
The simulated waves of the JONSWAP-Poisson spectrum can embody the 
effect of the wind speed, wind direction, and fetch length on the wave. The 
frame rates of the two spectra are equal. To sum up, for wave spectrum 
selection of wave scene simulation in the maritime simulator, the wind 
parameter of the spectrum should contain the wind speed, wind direction, and 
fetch length, and the wave generated by the spectrum should be in (-π,π] of the 
wind direction. Thus, the JONSWAP-Poisson spectrum is more suitable than 
the Phillips spectrum. The method has been used in the maritime simulator. 

Keywords: ocean wave scene simulation, ocean wave spectrum, directional 
distribution function, wind speed, fetch length. 

1 Preface 

The real-time scene simulation of the ocean is widely applied in the field of the 
computer graphics and virtual reality. The simulation of ocean wave scene is one of 
hot topics of the computer graphics.  
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Mihalef et al. suggest that there are three scales of ocean wave scene simulation: 
the small scale with spray and foam, the middle scale with water ripple, and the large 
scale with rolling-over and breaking wave [1]. The ocean wave can be described with 
Computational Fluid Dynamics (CFD) model or the surface wave model. So we 
classify the scene simulation of ocean waves into two types, the scene simulation with 
CFD model and that with the surface wave model.  

When CFD method is used for simulation, the liquid viscidity is considered, and it 
needs to solve the governing equations of the viscid liquid [2]. The governing 
equations include the Navier-Stokes (N-S) equations [3-5] and Lattice Boltzmann 
Method (LBM) shallow water equations [6]. By solving the equations, the properties 
of fluids, such as density, pressure, temperature etc, can be calculated. Additionally, 
the interaction and flowing law between the fluid and its adjacent solid can be 
obtained. So such simulation is fit for free-surface, mixed-flow, multiphase-flow, and 
fluid-solid coupling. However, the governing equation solving consumes a variety of 
the computer resource. Thus the simulation fits the small and middle scale ocean 
wave. For the large scale scene, the real-time capability is not good. 

For another simulation type, the ocean wave is deemed as the surface wave 
between the sea water and air. This way discriminates the ocean wave into a variety 
of component waves. Compared with the former type, its calculation amount is 
smaller, and with better real-time capability. It fits large scale ocean waves. This type 
of the scene simulation contains two methods. One is the method based on the regular 
wave [7-10], and the other one is the method based on the irregular [11-14]. The 
method based on the regular wave mainly applies the Gerstner wave to describe the 
wave motion, and the generated wave is regular. For the method based on the 
irregular wave, the wave is generated by 2-dimension (2D) Inverse Fast Fourier 
Transform (IFFT) for a random spectral function. The generated wave is irregular. 
Both methods use the wave spectrum, which makes the generated wave can reflect the 
wind influence on the ocean surface.  

The proper method of simulating the ocean wave scene is decided by the 
application object and purpose. In this paper, the simulated ocean wave is applied in 
the maritime simulator. The maritime simulator is used for the training of seafarers 
[15,16]. In the training, the seafarer observes the simulated ocean wave scene in the 
simulator and infers the wind attributes. Based on this inference, the seafarer takes the 
appropriate ship-handling method. The method used in the maritime simulator meets 
the following requirements: (1) a large-scale ocean wave scene is simulated, and the 
scene simulation is real-time; and (2) the simulation embodies the wind effect on 
wave. A large-scale ocean wave scene indicates that the simulated sea area is large 
(sometimes several square kilometers). The word “real-time” means that the scene 
simulation has a certain degree of frame rate, usually above 30f/s [16]. The wind 
effect on wave is mainly manifested in the wave height, the propagation direction, and 
the wavelength. In addition to the wind speed and direction, the fetch length also 
affects the wave. The fetch length, also called the fetch, is the length of water over 
which a given wind has blown. According to the No. 2.14 standard of Det Norske 
Veritas (DNV) [16], “the simulator shall provide at least two different wave spectra, 
variable in direction, height and period” for class A and B maritime simulator. 
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Therefore, the scene simulation with the surface wave model is more appreciate for 
the maritime simulator. The actual ocean wave can be deemed as a random process 
[17]. Thus in the scene simulation with the surface wave model, the method based on 
the irregular wave is more close to the actual condition than the method based on the 
regular wave. So the method based on the irregular wave is adopted in this paper. 

2 Algorithm Introduction  

In the world coordinate xyz , the plane xy  parallels with ocean surface with the axis 

z  perpendicular to the ocean surface. ( , )x y=x . And ω  is the circular frequency. 

For the 2D ocean surface, if λ  is the wavelength, the wave number 2π /k λ= . 

Further, for the 3D ocean surface, the wave number vector ( , )x yk k=k , xk  is the 

component of k  on x  axis and yk  is that of k  on y  axis. Let θ  the angle 

between k  and the positive x  axis, and | |k = k .. Let the wind speed vector 

( , )x yu u= =u ( cos , sin )U Uα α . U  is the wind speed, and α  is the angle 

between the wind speed and the positive x  axis. In oceanography and navigation, the 
wind direction is the direction from which it originates [18]. Let 'α  the wind 
direction. The relation between 'α  and α  is as: 

 
π,  0 π

'
π,  π 2π.

α α
α

α α
+ ≤ <

=
− ≤ <





 

Thus the height field is expressed as: 

 ( , ) exp(i )]( , ) Re[ .
kx ky

tt ξξ ⋅=  k kx x  (1) 

where Re  is to get the real part; ( , )tξ k  is the random spectral function which 

decides the structure of the ocean surface; i  is the imaginary unit; if M N×  

points are sampled on the area 
x y

L L× of the ocean surface, 2π /
x x

k m L= , 

2π /
y y

k n L= , ( , ) ( / , / )
x y

x y mL M nL N= =x , both m  and n  are 

positive integers, and / 2 / 2M m M− ≤ < ，  / 2 / 2nN N≤ <− . 

Expression (2) is to do 2D IFFT for ( , )tξ k  to calculate ( , )tξ x . By IFFT, the 

height field is transformed from the k  domain to the x  domain. ( , )tξ k  is 

expressed as: 

 [ ] [ ]*

0 0 .( , ) ( ) exp i ( ) ( )exp i ( )t t tξ ξ ω ξ ω= + − −k k k k k    (2) 
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where *  means to get the conjugate complex. According to the dispersion relation, in 

deep water, the relation between the wave number and circular frequency is as: 

 2 2( ) g ,  ( ) / g.k k kω ω ω= =  (3) 

0 ( )ξ k  is expressed as: 

 0 ( i ) ( ) / 2( ) .
r i
ε εξ = + Ψ kk  (4) 

where 
r
ε  and 

i
ε  are independent Gaussian random with mean value 1 and 

variance 0; ( )Ψ k  is the instantaneous spatial spectrum that will be introduced in 

Section 3. The Gaussian random is applied in Expression (4), so under the same initial 
condition, the generated ocean wave of each time is not repeated, and the generated 
wave cannot be predicted. In other words, the wave is irregular. The mostly common 

used ( )Ψ k  is the Phillips spectrum, denoted as ( )PhΨ k . ( )PhΨ k  is expressed 

as: 

 
24 2

( ) ( , ) cos ( ).exp ( )
Ph Ph

k Ak kLθ θ α− −Ψ Ψ= = −−  k  (5) 

where A  is a constant and 
2

/ gL U= . 

If the ocean height field is obtained merely by the above-mentioned steps, then 
the shape of the generated ocean surface would be geometrically symmetric. Even in 
good weather, however, actual ocean waves are asymmetric, which may be sharply 
peaked at their tops and flattened at the bottoms. To achieve that effect, choppy wave 
is introduced. The choppy wave model originates from the visual effect of the linear 

wave. It is analytically tractable, numerically efficient, and robust [19]. ( , )h tk is 

used to generate a 2D displacement vector of choppy wave, expressed as: 

 ( , ) exp( )]( , ) Im[ .
kx ky

t
k

t ξ ⋅=  k
k kD x x  (6) 

where Im  is to get the imaginary part. The horizontal position of a wave grid point 
is ( , )tλ+x D x , where λ  is a constant and a convenient method of scaling the 

importance of the displacement vector. Choppy wave does not affect wave heights 
directly but warps the horizontal positions of surface point according to the spatial 
structure of the height field. In this way, the peak is sharpened and the valley is 
broadened, making the simulation more realistic. 

Although the Phillips spectrum has been widely used in ocean wave scene 
simulation [11-14], some problems still exist in its application. Firstly, neither the 

value nor the computing method of the spectral constant A  is clear. Secondly, the 
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height above ocean surface of the spectral wind speed is not provided. Wind speed 
changes as the height over sea varies, so the height above the ocean surface of the 
spectral wind speed is usually specified. For example, the height above the ocean 
surface is 7.5 m for the Neumann spectrum wind speed, 19.5 m for the P-M spectrum, 
and 10 m for the JONSWAP spectrum. 

3 Phillips Spectrum Structure 

Let ( , )tξ x  be the surface displacement. The symbol  is to get the mean value, 

ρ  is the density of the sea, g  is the gravity acceleration, and 2g / 2ρ ξ  is the 

average potential of the ocean wave per unit area. So 2ξ  can represent the ocean 

wave energy, and be expressed as: 

 2 ( , )d d .( )d ( )d ES
ω θω

ω θ ω θξ ω ω == = Ψ   
k

k k  

where ( )S ω  is the frequency spectrum, ( )Ψ k  is the instantaneous spatial 

spectrum, and ( , )E ω θ  is the directional spectrum [17]. ( )S ω , ( )Ψ k  and 

( , )E ω θ  are density functions of ocean wave energy. We notice that the Phillips 

spectrum is an instantaneous spatial spectrum. The relation of ( )S ω , ( )Ψ k  and 

( , )E ω θ  can be expressed as: 

 [ ]( , ) ( ) ( ) d ( ) / d .( ), ( )  E S D kk kω θ ω θ ω ωω θ ω= = Ψ  

where ( )D θ  is the directional distribution function.. It can be seen that for the 

majority of ( )D θ , ( π, π]θ α− ∈ − , and only in a few ( )D θ , such as cos 2n−  

form, is [ π/2, π/2]θ α− ∈ − [17]. Let r  be the integer and 0r ≥ , rm  the r th 

order spectral moment of ( )S ω , rm is expressed as: 

 .[ ( )] ( )dr
rm S S

ω

ω ω ω ω=   

Particularly, 0[ ( )]m S ω 2ξ= . The spectral width, denoted as υ , is calculated as 
2 1/2

0 2 1( / 1)m m mυ = −  and (0,1)υ∈ . It represents the spectrum frequency range 

and energy dispersion. 
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Let ( , )PhE ω θ , ( )PhD θ , and ( )PhS ω  be the directional spectrum, frequency 

spectrum, and directional distribution function of ( )PhΨ k respectively. The 

following results can then be achieved: 

 ( )52 4 4 4

2

,

( , ) ( ) ( ),

( ) πg exp g

(2 / π) cos ( ),   if [ π/2,π/2]
( ) .

0,                      other

Ph Ph Ph

Ph

Ph

E S D

S A U

D

ω

ω θ ω θ

ω ω

θ α θ αθ

− − −

=

= −

 − − ∈ −
= 


 (7) 

So ( )PhD θ  is the cos 2n−  form distribution with 1n = [17], and is the 

directional spreading function recommended by the International Towing Tank 
Conference (ITTC).  

The P-M spectrum is commonly used, and its expression is:  

 { }42 5 1

19.5g g( ) .( ) expPM US α ω β ωω − −−   =  

where both α  and β  are constants, and 38.1 10α −= ×  and 0.74β = . 

Furthermore, 19.5U  is the wind speed at the height of 19.5 m above the ocean 

surface. When ( )PhS ω  and ( )PMS ω  are compared, some similarities are found, as 

follows: 
(1) The two spectra coincide with the spectrum formulation proposed by Neumann. 

The Neumann spectrum formulation is  

 ( )( ) exp .p qAS Bωω ω− −= −  

where A  and B  contain parameters related to wind or wave. So far, many wave 

spectra are in accordance with the Neumann form. For ( )PhS ω , 5p =  and 4q = ; 

for ( )PMS ω , 5p =  and 4q = .  

(2) Wind speed is the only parameter of wind, and neither the fetch length nor the 
wind duration is included. 

(3) The two spectra have the same spectral width. We can obtain 

0.42PMPhυ υ= = , so the Phillips and P-M spectra have the same energy 

dispersion. 
2ξ  of the Phillips and P-M spectra can be expressed as: 

 
2 4 2 2 5 4

19.5
π / (4g ), 2.84 10 .Ph PMA U Uξ ξ −= = ×  
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Because the PhS  and the P-M spectra are capable of having much in common, it is 

assumed that the wind speed of the Phillips spectrum is the same as that of the P-M 

spectrum, namely 19.5U . Moreover, the P-M spectrum is gained through long-time 

observation, and its data are fairly sufficient. It is easy to use, and it can be directly 
integrated. For these reasons, the P-M spectrum is referred to in computing the 
constant A . Let the Phillips spectrum have the same wave energy of component 

waves per unit area as the P-M spectrum, that is, 
2 2

Ph PMξ ξ= . We then can get 
33.48 10A −= × . 

If 
2 2

Ph PMξ ξ= , obviously, two conclusions can be drawn, as follows:  

(1) The Phillips spectrum and the P-M spectrum are capable of having the same 

mean of the largest part of wave heights. The mean is denoted by 1/aH ( 1a > ). 

1/aH  is the mean of the 1 / a  largest of the wave height observed in a wave field. 

1/3H  (when 3a = ) and 1/10H  (when 10a = ) are the most commonly used, and , 

1/3H is called the significant wave height. 1/aH  can reflect the important 

characteristics of the ocean wave, and is given attention in the fields of navigation and 
port engineering. It can be calculated as 

 1/2 1/2 1/2
0 01/ (8 ln ) (2π ) {1 erf[(ln ) ]}.aH m a a m a= + −  

where 
2

0
erf(t)=1.1283 d

t te t− . Therefore, it can be concluded from this expression 

that the values of 1/aH of the two spectra are equal when 
2 2

Ph PMξ ξ= . 

(2) The values of the mean wave height of both the Phillips spectrum and the P-M 
spectrum are equal. This conclusion can be obtained from the formula of mean wave 
height as follows: 

 { } 11/ 2 1/2

1/ [(4 / π) ln ] erf [(ln ) .aH H a a a a
−

= + − . 

When the two spectra share the same value of 1/aH , the H  of the two spectra 

are equal. 

If the two spectra adopt the same value of 19.5U , then 0m , 1/aH , and H of the 

two spectra are equal. Thus, it is reasonable to assume that the wind speed of the 

Phillips spectrum is 19.5U , that is, the wind speed at 19.5 m above the sea surface. As 

the wind speed 19.5U  rises, 0m , 1/aH , and H increase, which means that the 

ocean wave gets choppier as the wind speed rises. This is in accordance with the 
actual condition. 
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Figure 1 shows the simulated ocean wave of the Phillips spectrum. 

     

Figure 1(a) 19.5 6.0 /U m s= , ' 180α = 
 Figure 1(b) 19.5 9.6 /U m s= , ' 180α = 

 

Fig. 1. Simulated ocean wave of the Phillips spectrum 

4 Simulating with JONSWAP-Poisson Spectrum 

The wind parameter of the Phillips spectrum only contains the wind speed, and does 
not contain the fetch length. The ocean wave observation shows that the fetch length 
affects the ocean wave shape along with the wind speed. Therefore, another 
instantaneous spatial spectrum the JONSWAP-Poisson spectrum, denoted as 

( )J Po−Ψ k , is produced. The frequency spectrum of ( )J Po−Ψ k  is the 

JONSWAP spectrum, and the wind parameter of the JONSWAP spectrum contains 

the wind speed and fetch length. The directional distribution function of ( )J Po−Ψ k  

is the Poisson form. ( )J Po−Ψ k  is expressed as: 

 
2 2 2

0 0 2 2 1

4
0

4 2 2

exp ( g ) /(2 )

-

(1 )[1 2 cos( ) ] .

1 5
exp

4π 4 g
( ) ( , )

k

J Po J Po

x x x

k k
k

ω σ ω
θ α

ωα

γ

θ

− − − 

−

× − − − +

 
− 
 

Ψ =Ψ =k
 (8) 

where ( ) 0.22

0.076 Xα
−

= , X  is the dimensionless fetch, 10g /X X U= , X  is 

the fetch, 10U  is the wind speed at the height of 10 m above the ocean surface, 0ω  

is the spectral peak frequency, ( ) ( ) 0.33

0 1022 g / U Xω
−

= (when 0ω ω≤ , 

0.07σ = , and when 0ω ω> , 0.09σ = ), γ  is the peak-shape parameter, 
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[1,7]γ ∈  with average 3.3, ( π,π]θ α− ∈ −  and (0,1)x∈ . Further, 
2

J Poξ −  

is as: 

 { }2 9 1.1 1.8
105.42 10 / ln[(1 ) /1.043] .J Po X Uξ γ γ−

− × + ×=  (9) 

Thus, the wind parameter of ( )J Po−Ψ k  includes the wind speed and fetch 

length. The expression (9) shows that for the JONSWAP-Poisson spectrum, when γ  

and the wind speed are fixed, the wave energy per unit area, 2
J Poξ − , rises as the fetch 

length X increases. Figure 2 shows the simulated ocean wave of ( )J Po−Ψ k . 

     

Figure 2(a) 50kmX =                                       Figure 2(b) 100kmX =  

Fig. 2. Simulated ocean wave of the JONSWAP-Poisson spectrum with 

0.6x = ,
10

8.0 /U m s= , ' 180α = 
and 3.3γ =  

5 Simulation Result Comparison 

The wind speed of the Phillips spectrum and P-M spectrum is 19.5U  and that of the 

JONSWAP spectrum is 10U ; hence, to facilitate the comparison, 19.5U  and 10U  

should be interchanged. In engineering, the following expression can be used for 

interchanging:  ( )19.5 10/ 19.5 /10.0
a

U U = , where a  is the Hellman exponent, 

and for stable air above open water surface, 0.27a = . Therefore, the relation 

between 19.5U  and 10U  is  19.5 10/ 1.20U U = . 

Thus, 0[ ( )]Jm S ω  and 2
Jξ  can be expressed with 19.5U  as: 

 { }2 9 1.1 1.8
19.50 3.76 10 / ln[(1 ) /1.043] .[ ( )] JJ X Um S ξ γ γω −= × +=  
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Let 0,Phω , 0,PMω , and 0,Jω  be the peak frequency for the Phillips, P-M, and 

JONSWAP spectra, respectively. They can be expressed as: 

1 1 0.67 0.33 0.34

19.5 19.5 19.50, 0, 0,g g g .0.95 , 0.88 , 23.41Ph PM JU U X Uω ω ω− − − −= = =  

As mentioned earlier, 0.42PMPhυ υ= = . The spectral width of the JONSWAP 

spectrum Jυ  is calculated as: 

 
1/22(5 )(10.89 )(6.77 ) 1J γ γ γυ −= + + + −   . 

If 3.3γ = , 0.40Jυ = , Jυ  approaches Phυ  and PMυ , and the energy 

accumulation degrees of the three spectra are very close. As the υ  of the three 

spectra are close, 0m  and 0ω  affect the shape of the produced ocean wave. The 

2ξ  and 0ω  of the Phillips and P-M spectra are affected by the wind speed, and not 

by the fetch length; however, 2ξ and 0ω  of ( )J Po−Ψ k  are impacted by both the 

wind speed and the fetch length.  
The wind speed presented in Figure 1(b) is higher than that given in Figure 1(a), 

and as the 2ξ  of Figure 1(b) is bigger, so the wave of Figure 1(b) is bigger than that 

of Figure 1(a). Additionally, The wave of Figure 1(b) looks “longer” than that of 

Figure 1(a). This is caused by the peak frequency. We notice that 0,Phω  varies 

inversely as the wind speed 19.5U . The wind speed in Figure 1(b) is larger than that 

of Figure 1(a), and 0,Phω  in Figure 1(b) is smaller than that of Figure 1(a). This 

makes short-length waves (high frequencies) become more obvious in Figure 1(b), 
and the wave in  Figure 1(b) is “longer” visually. In Figure 2, we notice that when 
the wind speed is constant, the larger the fetch length is, the bigger the generated 
wave is. This coincides with the expression (9). According to the relation between 

19.5U  and 10U , we notice that the wind speed of Figure 1(b) equals to that of 

Figure 2, but 2ξ of Figure 1(b) is bigger than that of Figure 2, so the wave size of 

Figure 1(b) is larger than that of Figure 2. 
The authors tested the frame rate using the two spectra. The test is carried out on a 

PC with medium configuration as follows: CPU Intel E7400, internal storage 2GB, 
and graphics card NVIDIA GeForce GT 430. When 256M N= = , the frame rates 
of the two spectra are equal, 61f/s. At 512M N= = , the frame rates of the two are 

still equal, but decreased to 26f/s. The test shows that the values of M and N  are 

the leading cause of the frame rate. The bigger the M  and N , the more the 
calculation amount of IFFT and the lower the frame rate. To sum up, under the 
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condition of the same computer hardware, if M  and N  are fixed, changing the 
ocean wave spectrum cannot affect the frame rate. 

In the author’s opinion, as to spectra selection for ocean wave scene simulation in 
the maritime simulator, two aspects need be considered. First, the wind parameter of 
the spectrum should include the wind speed, wind direction, and fetch length, so that 
the simulation result can show the fetch length influence on the ocean wave. Second, 

the generated wave of most ( )D θ  distributes ( π,π]−  of the wind direction, and 

only a few with [ π/2,π/2]− [17], so ( )D θ  with - ( π,π]θ α∈ −  is 

recommended. Therefore, compared with the Phillips spectrum, ( )J Po−Ψ k  meets 

the two aspects and is more comfortable. 

6 Conclusions  

The problems existing in the application of the Phillips spectrum widely used in ocean 
wave scene simulation are indicated here. First, neither the value nor the calculation 

principle of the spectrum constant A  is given. Second, for the spectral wind speed, 
its height above the ocean surface is not clarified. The two problems can affect 
whether the result of the scene simulation can accurately show the influence of wind. 
If the Phillips spectrum is selected for ocean wave simulation, the two problems need 
to be settled. 

Thus, the Phillips spectrum is analyzed first. We found the Phillips spectrum to 

be an instantaneous spatial spectrum. Its frequency spectrum ( )PhS ω  is in 

accordance with Neumann spectrum formulation, with 5p = , 4q = , and its 

directional distribution function ( )PhD θ  is the type recommended by the ITTC. The 

wind parameter of ( )PhS ω  only includes the wind speed, which is similar to that of 

the P-M spectrum, and the two spectra have the same spectral width. Thus, by 
assuming that the wave energy per unit area of the Phillips spectrum is equal to that of 

the P-M spectrum, the author calculates the constant A  of the Phillips spectrum, and 
clarifies the height over ocean surface of the spectral wind speed in reference with the 
P-M spectrum. 

In addition to the Phillips spectrum, the JONSWAP-Poisson spectrum, 

( )J Po−Ψ k , is employed for ocean wave scene simulation, and the simulation 

results of the used spectra are compared to select which kind of the ocean wave 
spectrum is proper for the maritime simulator. The frequency spectrum for 

( )J Po−Ψ k  is the JONSWAP spectrum, and its directional distribution function is 

the Poisson form. 
The simulated waves of the two spectra are compared. The simulation results of 

the Phillips spectrum can reflect the influence of wind speed and direction on ocean 

wave, but cannot show the effect of fetch length. However, when ( )J Po−Ψ k  is 

used, the simulated wave can embody the effect of wind speed, wind direction, and 
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fetch length. Additionally, under the same condition, the frame rates of the two are the 
same. Under the same computer hardware condition, if M and N  are fixed, the 
frame rates of the two spectra are equal. 

Based on the above discussion, it is deemed that such a spectrum can be selected 
for the maritime simulator: the spectral wind parameter contains the wind speed, wind 
direction, and fetch length, so the simulation results can more completely show the 

wind effect on the simulated wave. Therefore, ( )J Po−Ψ k  is more suitable for the 

maritime simulator than the Phillips spectrum. 
Future work should continue to improve the simulation results of ocean wave 

scene, making it more realistic. The marine radar wave extractor equipped on the 
training ship “Yukun” of Dalian Maritime University may be used to observe ocean 
wave to obtain a more realistic wave spectrum for simulating an ocean wave scene. 
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Abstract. Subthreshold resonance oscillations are observed in many excitato-
ry/inhibitory neurons in our brain. Although they have been thought to play an 
important role in behavioral or perceptual states in animals, detail properties of 
these phenomena have not been clarified, yet. It is necessary to understand  
first these oscillatory features to clarify the contribution of these rhythmic  
oscillations to higher brain function, such as short-term memory, the working 
memory, long-term potentiation and long-term depression. Among various  
voltage-dependent channels thought to be involved in the generation of these 
oscillations, hyperpolarization-activated potassium channel (h channel) and per-
sistent inactivating sodium channel (NaP) are considered, because these two 
voltage-dependent channels are closely related to the sustained oscillatory activ-
ity observed in Entorhinal cortex and other Neocortex regions. This feature  
article considers a compartmental neuron model with an h-channel and a NaP-
channel. The NaP-channel contribution to the property of subthreshold reson-
ance oscillation is examined by computer simulation of this neuron model. 

Keywords: hyperpolarization-activated potassium channel, persistent inactivat-
ing sodium channel, subthreshold resonance. 

1 Introduction 

Various neural oscillations are observed in our brain. Nowadays, these oscillations are 
considered that they are closely related to higher information processing functions of 
the brain, such as learning and memory. More details studies are required to clarify 
their mechanisms from not only experimental but also theoretical standing points of 
view. Many experiments have shown that, if the input current, whose frequency in-
creases or decreases with time, is given to neurons, their membrane potentials can 
take the maximum at some specific input frequency, especially at the level of subthre-
shold. This phenomenon is called as subthreshold resonance. Many excitatory and 
inhibitory neurons in the brain show such subthreshold resonance oscillations. They 

                                                           
* Corresponding author. 
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were first observed in squid giant axon by Mauro et al. [1] and Koch, et al. [2] in the 
1980s. Since then, such resonance phenomena have been found in various brain re-
gions, such as inferior olive neurons [3], thalamic neurons [4, 5, 6], cortical neurons 
[7, 8, 9, 10], and hippocampal CA1 pyramidal neurons and interneurons [11]. Subth-
reshold resonance oscillations observed in the brain mean that neurons have the cha-
racteristics of frequency selectivity, that is, the band pass filter property. According to 
the electrical circuit theory, this fact indicates that some inductive elements may be 
associated with subthreshold resonance phenomena. As experimental techniques ad-
vance, it has been clarified that various voltage-dependent ion channels have been 
involved in the generation of these oscillations, such as hyperpolarization-activated 
potassium channels (h-channel) [8, 12, 13], fast persistent inactivating sodium chan-
nels (NaP-channel) [14], and slow non-inactivating potassium channels (Krs-channel) 
[9]. Furthermore, voltage-dependent calcium channels (T-channel), and calcium-
dependent potassium channels ( -channel) have been reported to be also involved in 
subthreshold resonance phenomena [4]. Recently, Narayanan et al. [15] reported that 
the current through h-channel would be closely related to the synaptic plasticity in the 
hippocampal CA1 area, which will be thought as one of fundamental phenomena of 
learning and memory function in the brain. 

It has been shown that both an h-channel and a NaP are closely related to the sus-
tained oscillatory activity observed in Entorhinal cortex and other neocortex resions 
[14]. Recently, one of authors showed that a compartment model with an h-channel 
and a NaP-channel can be transformed in to the equivalent RLC electrical circuit at 
the level of subthreshold and showed that basic property of subthreshold resonance 
phenomena [16]. In this study, one compartmental neuron model with two trans-
membrane ionic channels, h-channel and NaP-channel, is considered. For this neuron 
model with Hodgkin-Huxley type dynamics, we examine how the amplitude of a 
NaP-channel conductance affects to the property of the subthreshold resonance oscil-
lation by computer simulations. We also study how the change of equilibrium poten-
tial to the property of subthreshold resonance phenomena. 

2 The Dynamics of Voltage-Dependent Channels 

2.1 Hyperpolarization-Activated Potassium Channel (h-channel) 

A conductance based h-channel (hyperpolarization-activated potassium channel) 
model is shown in Fig. 1.  

 

Fig. 1. A conductance based h-channel model: V is the membrane potential (mV).  is the 
equilibrium potential for h-channel (mV).  is the conductance for h-channel (mS/cm2).  is 
the current through h-channel ( / ).  
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The dynamics of h-channels can be gives as follows [17]:  . , (1) 

 . . 1 . , (2) 

Where,  is the maximum amplitude of h-channel and k is the constant.  
and  are dimensionless variables satisfy the following first order differential 
equations:  

 ⁄ /  (3) 

 ⁄ /  (4) 

Parameters  and  represent voltage dependent steady states and  
and  are time constants of m  and m , respectively, they are given by: 

 1 1 79.2 9.78⁄⁄  (5) 

 1 0.51  1.7 10⁄ 340 52⁄⁄  (6) 

 1/ 1  71.3 7.9⁄  (7) 

 1 5.6 1.7 14⁄  260 43⁄⁄  (8) 

The initial conditions at the resting potential (V=-65) are given by: 

 65  (9) 

 65  (10) 

The individual h-channel ionic current ( ) obtained by stepwise process called 
Runge-Kutta 4th order (RK4), which will be discussed later. 

2.2 Persistent Inactivating Sodium Channel (NaP-channel) 

A conductance based NaP-channel (persistent-inactivating sodium channel) model is 
shown in Fig. 2. 

 

Fig. 2. A conductance based NaP-channel model: V is the membrane potential (mV),  is 
the equilibrium potential for NaP-channel (mV).  is the conductance for NaP-channel 
(mS/cm2). IN P is the current through NaP-channel ( / ). 
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The dynamics of NaP-channels defined as follow [17]: 

 .  , (11) 

 . , (12) 

Where,  is the maximum amplitude of h-channel. , is dimensionless va-
riable that satisfy the following first order differential equation:  

 ⁄ 1  (13) 

Where,  and  are voltage dependant rate constant, which obtained as: 

 1 0.15 1 38 6.5⁄⁄  (14) 

 38 6.5⁄ 0.15 1 38 6.5⁄⁄  (15) 

The initial conditions at the resting potential (V=-65) are calculated as: 

 /  (16) 

The individual NaP-channel ionic current (IN P) obtained by RK4 stepwise process. 

3 Model Neuron with h-channel and NaP Channel 

Here we consider a compartmental neuron model with h-channel, and Nap-channel, 
which is known in Fig. 3. 

 

 
a) b) 

Fig. 3. Compartmental neuron model: a) Schematic model of a single neuron. b) Electrical 
circuit model of a neuron. V is the membrane potential,  and  are equilibrium poten-
tials for NaP and h channels (mV), respectively.  is the leak conductance (mS/cm2),  
and  are the conductances for NaP and h channels (mS/cm2).  is the membrane capacit-
ance / ,  is the synaptic input current /  and  is the reversal poten-
tials (mV), C is the membrane capacitance / .   
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From Fig. 3, the following current relation is obtained: 

  (17) 

Where, IC  is the current through membrane capacitance C, I  the leak 
current, I  the current through an h-channel, and IN P  the current through an 
NaP-channel. IC  and I  are given as follow: 

 . /  (18) 

 .  (19) 

Where, g  is the maximum leak conductance. I  and IN P  are given by 
equations (1) and (11), respectively. 

4 Computer Simulation 

In order to evaluate the property of the subthreshold resonance phenomena of a neu-
ron, the following input current is used: 

 . 2 .  (20) 

 . /  (21) 

Where, the frequency f(t) is increasing from  to  in simulation period T. the 
MATLAB R2012a (64-bit) was used to solve the dynamics. The values of the con-
stants and parameters used in computer simulations are showed in Table. 1. 

4.1 Effects of the Amplitude of NaP-channel Conductance 

To study how the amplitude of NaP-channel affects the subthreshold resonance, the 
value of the amplitude of NaP-channel conductance was altered. Fig. 4 (a), (b), and 
(c) show the membrane potential and FFT amplitude for  0.3 / , 0.5 / , 0.7 / , respectively. As the value of  increases, the excitatory 
property caused by  through a NaP-channel becomes stronger, so the membrane 
potential is increased resulting in increased FFT amplitude, and also 90% width of 
frequency is narrowed, as shown in Table. 2. These results show that the resonance 
property in neurons is enhanced by the activation of NaP-channel. However, the re-
sonance frequency is changed because of the persistent activity of NaP-channel. 
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Table 1. Values of the constants and parameters used in computer simulations 

      C 1.5 ⁄0.5 ⁄1.5 ⁄-20mV0.5 ⁄55 mV-2.2540 Hz

 

Fig. 4. Simulation results by changing the value of the amplitude of NaP-channel conductance: 
a)  0.25 / , b)  0.5 /  , c)  0.75 / . 

a) 

b) 

c) 
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Table 2. Maximum value of simulation result in time and frequency domain 

        .  ⁄  

 . ⁄  

 .  ⁄  

 

Maximum  

Potential (mV) 

 

Amplitude  

of FFT 

 

-62.09 

 

    

  824 

 

-61.75 

 

 

920 

 

 

-61.31 

 

 

1007 

 

Resonance  

Frequency 

 

  

 16.8 

   

  15.8 

 

15.2 

90% Width of  

frequency 

     405     362 318 

    

5 Conclusion 

In this paper, effects of a NaP-channel conductance on a compartmental neuron 
model (includes h-channel and leak channel) is simulated. The results show that a 
NaP-channel contributes not only to increase the amplitude of membrane potentials, 
but also to clarify the resonance property, that is, the more the amplitude of NaP- 
channel conductance increases, the less the width of 90%-peak of FFT amplitude 
becomes. 

Although the frequency selectivity of neurons should play an important role in be-
havioral or perceptual brain functions in animals, their practical roles have not yet 
been clarified. Furthermore, as a neurons can generate action potentials when its so-
matic membrane potential over the threshold potential, only small change of mem-
brane potential by Subthreshold Resonance phenomena would cause a drastic change 
of neural oscillation. These problems will be very interesting and suggestive in order 
to develop new innovative, bio-mimetic technologies and applications in various  
engineering fields. In order to treat these problems, it will be necessary to study in 
more detail by using both experimental approach and theoretical approach by using 
modeling and computer simulation. 
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Abstract. This paper presents an OM mapping based federation development 
and execution process for overlapped federation executions. The proposed 
process includes four main stages: Scenario Analysis, Requirements Analysis, 
Collaboration Preparation and Federation Execution. It uses mapped OMs to 
represent collaboration knowledge for overlapped federations in a simple and 
flexible way. This OM construction and manipulating mechanism improves ef-
ficiency and flexibility of overlapped HLA federations and reduces workload 
without the loss of accuracy and consistency. This paper also discusses some 
mapping based OM modeling and manipulating issues under the situation of 
overlapped federation executions, which includes OM mapping template and 
OM mapping architecture. In the end, the implementation is discussed on the 
basis of TH_RTI, a RTI version developed by National CIMS ERC, Tsinghua 
University, China. The proposed approach has great potential to improve effi-
ciency of FEDEP for overlapped federation executions, reduce the work load 
for dynamic collaborations among overlapped federations, and enhance the  
applicability and flexibility of HLA systems. 

Keywords: OM Mapping, HLA, FEDEP, Overlapped Federation Execution. 

1 Introduction 

As a well-known modeling and integration standard of distributed simulation, HLA 
(High level Architecture [1]) has been successfully adopted in various simulation 
systems and been extended to some other research areas [2]. Since simulation is an 
important part of collaborative product development, some CPD (Collaborative Prod-
uct Development) systems use HLA as their basic architecture [3,4]. 

However, when applying HLA in this research area, there raise some new chal-
lenges. Within these challenges, multi-federation is the one which has close relation-
ship with multi-disciplinary nature of CPD, which means several overlapped or 
bridged federations will execute and collaborate at the same time [5]. 

Generally speaking, the problem of multi-federation can be solved by several 
means, such as federation merging, federation bridging, hierarchical federation 
and overlapped federation. 
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Federation merging integrates separated federations which need to be 
collaborated in future into one federation, and the FED (Federation Execution 
Description) files also integrate all collaboration requirements within and 
among separated federations. This method is the easiest way to resolve multi-
federation problem and solve the problem in a static way (This means all 
collaboration, within or among separated federations are all preset before 
federation execution starts). When separated federations focus on different 
topics, such as collaborative design, simulation and optimization, the efficiency 
of this method cannot be guaranteed. Furthermore, this method cannot deal with 
the situation that separated federations cannot be integrated together for some 
reasons like security, performance, environments, etc. 

Federation bridging establishes an intermediate node between two 
federations, and this node is called a federation bridge that will be in charge of 
communications between two separated federations [6]. This method isolates 
separated federations into different control domain and communication domain, 
and keeps their independency well. However, the communication protocol and 
mechanism of the federation bridge need to be especially designed. 

Hierarchical federation organizes separated federations like a tree [7]. Parent 
federation is in charge of communication and collaboration among its direct 
children federations and leaf nodes only focus on their own collaboration topic. 
This method can be deemed as a special overlapped federation but the 
communication and collaboration of separated federations are dealt by their 
parent federations. 

Overlapped federation uses some federates of separated federations as 
federation bridges. Separate federations own their separated control domains 
and communication domains, and some federates will belong to different 
federations at the same time. Therefore, some mechanism needs to be 
introduced to solve the problem of different FED files for different federations. 

This paper proposes an OM (Object Model) mapping based FEDEP (Federation 
Development and Execution Process) for overlapped federation executions to give an 
outline of using OM mapping to deal with the problem of different FED files for 
overlapped federations. And this paper is organized as follows: the motivation of 
this research is described in Section 2; OM mapping based FEDEP is proposed in 
Section 3; discussions and conclusions are given in the last section. 

2 Motivation 

HLA-based federation development can be divided into 11 steps: Analyze Scenario, 
Generate Federation Conceptual Model, Analyze Collaboration Requirements, Gener-
ate FOM, Negotiate Federation Agreements, Realize Federate, Realize RTI, Create 
Federation, Start Federation Execution, Execute Federation and Terminate Federation 
Execution, As Figure 1 shows [8], which is constructed according to IDEF0, box 
presents a certain function, arrow at left presents inputs of the function, right arrow 
means outputs, top arrow present controls of the function, and bottom arrow is me-
chanisms for the execution of function. 
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In this process, the input is federate SOMs (Simulation Object Models), Existing 
Conceptual Models and collaboration Aim. The output is Scenario Instances, Federate 
Modification, Supporting Database, RTI (Run-Time Infrastructure) & its initial data, 
interaction/object class instance, class subscriber, class publisher, synchronize point 
and results. Resources involved include Scenario Lib, Domain Resources, Data Dic-
tionary, OM Lib and Other Resources. Scenario Lib supports Analyze Scenario by 
Existing Scenarios. Domain Resources provides Domain Knowledge to analyze sce-
nario and generate collaboration conceptual model. Data Dictionary stores Meta OM 
models for Generate FOM (Federation Object Model). When Generate FOM, related 
Existing FOMs and BOMs (Base Object Models) also need to be retrieved from OM 
Lib. Other Resources include tools and knowledge related to Generate FOM.  

 

Fig. 1. Collaboration knowledge modeling and usage in FEDEP 

Collaboration knowledge represents itself as Collaboration Scenario, Federation Con-
ceptual Model, Federation Execution Plan, FED/FDD (FOM Document Data), FOM, 
Collaboration Requirements, Class Subscriber, Class Publisher, and Class Structure in 
this process. Collaboration Scenario describes environment and desired process of colla-
borations. Federation Conceptual Model is the description of concepts and their relations 
in collaborations. Federation Execution Plan gives operation order of participant fede-
rates. FOM is the standard description of federation concepts. FED/FDD stores FOM 
information. Collaboration Requirements describes Federation Execution Plan and colla-
boration requirements of federates. Interaction/object Class Structure is inheritance rela-
tions among these classes. Class Subscriber is federates that subscribe interaction or ob-
ject classes. Class Publisher is federates that publish interaction or object classes, which 
supervise data distribution during collaborations. As one form of collaboration know-
ledge, OM (includes SOM, FOM and FED/FDD files) is one of the key entities which 
have closely relationship with the coming collaborations.  
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From the view of overlapped federations, OMs have several shortcomings which 
limit its usage and efficiency. 

First, it is a time-consuming and cost task to construct OMs according to different 
federations, and semantic accuracy and consistency are also hard to maintain.  

Second, SOM generation is not mentioned in FEDEP, which is the basis for fol-
lowing steps. 

Third, class RootObject is the only one form of OM which can be used during col-
laboration executions. However, it is loaded only once before Start Federation Execu-
tion, so it cannot satisfy collaboration requirement changing in the process of federa-
tion execution.  

In this paper, an OM mapping based FEDEP is proposed to give a flexible and 
consistent way of OM representation and manipulating so that collaboration know-
ledge can be used in an easier, more consistent, flexible and efficient way for over-
lapped federations.  

3 OM Mapping Based FEDEP  

In overlapped federation, there are two kinds of federates, one is owned by one feder-
ation, and the other is shared by several federations. During the whole federation ex-
ecution, the shared federates will exchange data with several RTI belonging to differ-
ent sub-federation respectively, and so all sub-federations belonging to the collabora-
tion federation can work together coordinately. 

In OM Mapping Based FEDEP, one important work is identifying and defining 
OM Mapping relationship among given federates based on the collaboration require-
ments, includes identifying and defining source and target object/interaction class, as 
well as their mapping rules. The other work is building OM mapping models accord-
ing to the OM mapping relationship to support federation execution. Defining OM 
mapping relationship and building OM Mapping models are important identification 
and data exchange basis of given federation. 

The process of modeling and utilizing OM mapping relationship can be separated 
into four stages: Scenario Analysis, Requirements Analysis, Collaboration Prepara-
tion and Federation Execution (Figure 2). 

In stage Scenario Analysis, scenario is converted to federation collaboration con-
ceptual under the control of Collaboration Aim. Collaboration Requirement is pro-
vided and used as the input of Requirements Analysis. 

In stage Requirements Analysis, SOM of each federate, and sharing relationship of 
each federate among sub-federations are identified and defined under the control of 
collaboration aim. SOM is represented by OMT (Object Model Template); sharing 
relationship is represented by XML (Extensible Markup Language). Moreover, the 
mapping relationships among object/interaction class are defined. Requirements are 
used as the input of collaboration preparation. 
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In stage Collaboration Preparation, FOM is generated according to federate SOMs 
and the OM mapping relationships, and OM mapping models are constructed accord-
ing to the FOM and mapping relationship. 

In stage Federation Execution, OM mapping execution models are constructed ac-
cording to OM mapping models, and collaboration is executed according to OM map-
ping execution models, collaboration requirements and collaboration aim. 

3.1 Requirements Analysis 

The input of Requirement Analysis is Collaboration Conceptual model, the output is 
Federate Collaboration architecture Described by UML Sequence Diagram and 
Communication Diagram, and SOM of each federate described by OMT, and the 
mapping relationship among SOMs. The resources involved include SOMs Lib, OM 
mapping rules Lib. SOMs Lib supports collaboration requirements analysis by exist-
ing federate SOMs. OM mapping rules Lib provides existing rules for OM mapping. 
This stage can be divided into two activities: Analyze federation architecture, Analyze 
OM mapping relationship (Figure 3). 

Analyze federation architecture generates federate and sub-federation collaboration 
structure and collaboration mechanism described by UML Sequence Diagram and 
Communication Diagram according to existing federates and federations under the 
control of collaboration target. 

Analyze OM mapping relationship Analyzes the relationship among existing fede-
rates SOMs defined in Analyze federation architecture activity, and provides OM 
mapping relationship which includes the source and target object/interaction class, as 
well as their mapping rules for future use. 

 

Fig. 2. Top-Level View 



480 B. Xiao, H. Sun, and T. Xiao 

 

Fig. 3. Requirements Analysis 

3.2 Collaboration Preparation 

In this stage, the input is Federate Collaboration architecture Described by UML 
Communication Diagram, SOM, OM mapping relationship. The output is Federation 
Collaboration FOM, Federation Agreements, Federate Modifications, Supporting 
Database, TH_RTI (extended by adding an adaptive OM mapping layer, Figure 4), 
and RTI initial Data. And the reusable resources involve SOMs Lib, OM mapping 
rules Lib (Figure 5). 

 

Fig. 4. OM mapping layer in TH_RTI 
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Fig. 5. Collaboration Preparation 

In OM mapping based FEDEP, FOM can be established by either automatic trans-
formation from SOM files or FCA-like method with the help of Extended UML Se-
quence Diagram and Communication Diagram. 

The process of Collaboration Preparation can be separated into five activities: Gen-
erate Federation FOM, Generate OM mapping files, Negotiate Federation Agree-
ments, Realize Federates, and Realize RTI. 

SOM is generated by reference existing SOM for reuse federate, or by building 
new SOM on the basis of OMT according to the Requirements Analysis. Based on 
SOM and federate Collaboration architecture, the FOM is constructed under the con-
trol of Collaborative Aim. 

Based on SOM and FOM, OM mapping files are generated according to the map-
ping relationship with the help of mapping relationship editor. OM mapping files are 
XML formatted file, and a mapping file record all the mapping relationship (mapping 
object and mapping rules) in connection with a federate (Figure 6). 

 

Fig. 6. The example of OM mapping file 
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According to federation collaboration ontology and collaboration requirement, fed-
eration agreements are generated under the guidance of Collaboration Aim. 

Under the control of Collaboration Aim and Requirements, according to Federation 
Agreements, SOM and OM mapping relationship, federates and RTI can be realized 
properly. 

3.3 Federation Execution 

The input of Federation Execution includes the Collaboration Aim, SOM, FOM, OM 
mapping files, Federation Agreements, and Collaboration Requirements. The output 
consists of concept subscriber, publisher, synchronize points, concept instances and 
result data. In this process, OM mapping model used to instance OM mapping rela-
tionship will be constructed dynamically in adaptive OM mapping layer of TH_RTI 
according to the OM mapping files. TH_RTI will determine which object/interaction 
classes should be mapped, and which ones should not be mapped. When OM mapping 
relationship is changed, OM mapping files should be redefined and Federation execu-
tion should be restarted. This process involves five activities: Create Federation, Start 
federation Execution, Execute Federation, Terminate Federation Execution, and Eva-
luate Federation Execution (Figure 7). 

 

Fig. 7. Federation Execution 

Federation is created by one federate and other federates will join in one by one. 
The main work is to specify federation name, federation execution name, related fede-
rates and register the OM mapping relationship with RTI, as well as construct OM 
mapping model instances. 

The purpose of Start Federation Execution is to create the conceptual instances of 
synchronization points, register publishers and subscribers of concept instances which 
correspond to interaction and object classes. 

In Execute Federation, data distribution is controlled by instances of publishers and 
subscribers. Execution process is guided by execution plan, federation agreements 
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and collaborative target. The outputs in this stage are concept instances, update and 
reflection of property values. 

In the process of the federation execution, for those reflected object/interaction 
classes needed to be mapped, RTI will call corresponding OM mapping model in-
stance to transform reflection of property values into a specified form according to the 
SOM of federate, so federate can understand and process reflected values correctly. 
For example, definition of subscribed class in SOM of subscriber is an object class 
named place and with three properties named longitude, latitude and altitude respec-
tively. In federation execution, RTI will transmit object class named Location with 
properties named x, y, and z to subscriber according the registered OM mapping rela-
tionship. In order to understand and process the reflection of Location class instance, 
OM mapping model must transform reflection into corresponding format defined in 
SOM. 

Terminating Federation Execution stops execution of given federation and com-
plete results collection according to Federation Execution Plan, Federation Agree-
ments and Collaboration Aim.  

Evaluate Federation Execution analyze whether federation execution satisfies col-
laboration aim according to federation execution results, federation execution plan 
and federation agreements. 

From the processed described above, OM mapping based FEDEP can be described 
as Figure 8. In this process, OM mapping establishes consistent understanding of 
object/interaction class with different definition among publisher and subscriber, and 
mechanism of construct OM mapping model instance dynamically according to OM 
mapping files reduces workload of reuse federate and improves federate reusability. 

 

Fig. 8. Global view of OM mapping based FEDEP 
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4 Conclusion 

As one of the key entities of collaboration knowledge in HLA, OM needs to have some 
novel mechanism to support overlapped federation executions. In this paper, OM map-
ping mechanism is introduced to deal with the problem of bridge federates needs differ-
ent FED files for different federations in a flexible, simple and efficient way. 

Other than overlapped SOM may be established ambiguously and inconsistently 
according to the requirements from separated federations which is time-consuming 
and cost much, this paper introduces OM mapping template to help SOM construction 
of overlapped federations, which could improve collaboration modeling efficiency. 

Comparing with HLA keeping a blind eye on dynamic collaboration among over-
lapped federation executions, this paper proposes a novel OM mapping mechanism 
which adds an OM mapping layer between LRC and RTIA. It can support dynamic 
collaboration of overlapped federations in a flexible way. 

In order to verify the feasibility of OM mapping, this research also has imple-
mented the mechanism in TH_RTI. The result shows that the OM mapping based 
federation execution and development process can support overlapped federation 
executions in an efficient and flexible way. 

Acknowledgment. This work is supported in part by the Chinese National Science 
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Abstract. The Base Object Model, BOM, is specially identified as a reusable 
and composable model component for quick development of simulation 
models, which is very helpful for multi-resolution system.This paper proposes a 
framework named BMRSS including the process of components developement, 
management and simulation. BOMs library and components library are seen as 
special cases of web services, which further support the models reuse. MDA 
and XSLT technology are applied for codes auto-generation, and  simulation 
components are generated directly from model documents. The key part of the 
framework is a 3-level resolution control mechanism: Resolution state chart is 
used to define the global resolution state, attribute dependency graph captures 
relationships among attributes between neighboring resolutions, connection 
BOM defines the entities and interplays related to resolutions. To support the 
Multi-Resolution component simulation, a dual-engine simulation is designed 
with an Internal Exchange Service Server (IESS) for each federate and the 
bottom supporting RTI. An air-to-air attack and defense scenarios which is built 
including red-side federates and blue-side federates demonstrates the effective-
ness of the approach and corresponding tools. 

Keywords: BOM-based, multi-resolution, component, resoultion control 
mechanism, simulation engine, RTI. 

1 Introduction 

Modeling and simulation are playing key roles in the engineering, academic and mili-
tary fields. With the size and complexity of models required to be solved increasing 
fast, an exorbitant amount of computational hardware and network bandwidth is in 
great demand. However, when the magnitude of interacting entities in a large-scale 
simulation comes to millions which is common in the joint warfare community, nor-
mal computers cannot perform well any more. Besides improving capabilities of 
computer hardware, we have to deal with issues on modeling methods to effectively 
take advantage of such capabilities. A fairly standard technique now is to represent a 
model hierarchically, with various levels of resolution and depth of aggregation to be 
able to interact with one another, which is the so-called multi-resolution modeling 
(MRM). 
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MRM is able to balance the relationship between simulation requirements and  
resource constraints by aggregating and disaggregating properly. The process of de-
veloping simulation models in the context of constructing large-scale distributed  
simulation systems is still time consuming though. By developing reusable model 
components with different resolutions, we can reduce the costs of development and 
validation of simulation models significantly. As simulation components can also be 
seen as a special case of web services, developers of different federates are allowed to 
utilize this service, which has further supported the models reuse.  

The federate can be constructed by composing these reusable simulation model 
components. But how does one describe the components containing enough informa-
tion about their internal structure and external interface? BOMs have been specifically 
identified as a potential facilitator for providing a specification to describe these com-
ponents, which are selected and assembled, in a meaningful way through the various 
exposed metadata. A BOM can be thought of as a reusable package of information 
representing a pattern of simulation interplay. 

In this paper, BOM-Oriented Multi-Resolution Simulation System (BMRSS) 
which involves the process of conceptual modeling, components developing, compo-
nents assembling and federates simulation is introduced. The remainder of this paper 
is organized as follows: Section 2 gives an overview of work related to what is pre-
sented in this paper. Section 3 explains our approach in detail of developing multi-
resolution model components based on BOMs. Then these components are simulated 
on our Dual Engine Simulation (DES) system in Section 4. A battlefield simulation is 
conducted to validate the feasibility and availability of BMRSS in section 5. Our con-
clusions and directions for future research appear in Section 6. 

2 Related Research 

In this section a brief overview of some of the closely related research activities is 
presented. A variety of representative MRM methods are firstly introduced, including 
the formalism and key technologies of MRM. Then we present the applications of 
BOM for MRM and component-based simulation. 

2.1 Research on MRM 

Natrajan [1] develops a MRM framework, UNIFY, which consists of techniques such 
as Multiple Representation Entities (MREs), Attribute Dependency Graphs (ADGs) 
and taxonomy of interactions. Unlike traditional approaches to MRM that simulate 
only one (or one kind of) model at any given time, such as aggregation-disaggregation 
(AD) and selective viewing (SV), a MRE incorporates concurrent representations of 
multiple models. Consistency within a MRE is maintained by using ADGs and map-
ping functions reflecting relationship between attributes across representations. While 
this approach satisfies MRM requirements effectively and solves the problem of 
maintaining consistency across multiple models on some degree, UNIFY has many 
disadvantages. In order to maintain the real-time consistency, models of all resolu-
tions are required to run during the simulation lifetime, which incurs the highest  
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resource usage cost. The simulation resource is restricted and it may cause a deadly 
failure to the large-scale distributed simulation as a result. 

Liu [2] proposes a formal multi-resolution modeling specification (MRMS) for 
MRM based on DEVS (Discrete Event Specification). To support MRM’s character 
of changing structure dynamically, MRMRS extends internal elements of DEVS and 
develops a model family (MF) composed of multiple models. Compared with another 
representative formal description of MRM-SES/MB, which is proposed by Zeigler 
[3], MRMS describes the static structures as well as the interactive behaviors of mod-
els. This approach provides a guidance to develop a relatively universal description of 
MRM. Yet models constructed by DEVS are complicated and lack of information 
about resolution control. 

In this paper, a MRM framework is developed based on BOM, which contains 
enough information for a model and can be used for the rapid constructions and mod-
ifications of simulations. In addition to standard BOMs that are used to represent 
model components, resolution-related BOMs are applied to describe the consistency 
and resolution control information. 

2.2 BOM Applications 

Since BOM was proposed by the Simulation Interoperability Standards Organization 
(SISO) in 2003, it has widely been used to support conceptual modeling and object 
modeling for Modeling and Simulation (M&S) and System Engineering projects [13].  

Chase[4] from SimVentions analyzes the application of Encapsulated (ECAP) 
BOM which includes behavioral information for modeling a specific class and con-
tains additional meta-data to support composability. Load balancing and federation 
optimization are examined to be benefits of applying MRMs by a demo federate. 
Moradi [5, 6] from the Swedish Defence Research Agency (FOI) use BOMs for com-
ponent-based simulation development and utilize Web Service (WS) technology for 
further supporting of reuse and composability. National University of Defense Tech-
nology has developed a federate development environment named KD-SmartSim 
based on BOM and HLA simulation system. KD-SmartSim achieves parallel compu-
ting of the component-based simulation system on RTI. Junjie Huang [7] develops the 
multi-granularity modeling framework of a large-scale system with UML, while its 
detail design is completed with BOM. Yuan Li extends standard BOM with MRM-
related information: consistency information and resolution control to support his 
MRM framework. 

3 BMRSS Architecture 

As is shown in Fig. 1. Architecture of BMRSS, BOM-based Multi-Resolution Simu-
lation System (BMRSS) framework is made up of BOM model development, BCI 
development based on automatic code generator, components management and simu-
lation management.  



488 G. Peng, H. Mao, and H. Zhang 

 

 

Fig. 1. Architecture of BMRSS 

 
Entity BOMs of different resolutions and Con BOMs (Connection BOM) are 

developed in the beginning. In the process of code generation, MDA (Model Dri-
ven Architecture) which separates the logical behavior models from the implemen-
tal platform is introduced into the development of BOM-based simulation model 
components. The XSLT is applied for codes auto-generation, and the XSLT tem-
plates and the architecture of the component framework are designed. Both the 
BOM models and the components are developed as cases of Web services, which 
mean that they can be composed together and aggregated to deliver functionalities 
according to user requirements. To manage the components of multiple resolu-
tions, a 3-level resolution control mechanism is proposed: Resolution State Chart 
is used to define the global resolution state, Attribute Dependency Graph (ADG) 
captures relationships among attributes in concurrent representations between 
neighboring resolutions, Connection BOM (Con BOM) defines the variables and 
states related to high resolution entity (HRE) and low resolution entity (LRE). 
Dual Engine Simulation (DES) has been designed to support the Multi-Resolution 
component simulation with an Internal Exchange Service Server (IESS) for each 
federate and the bottom supporting Run Time Infrastructure (RTI). 
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3.1 Code Auto-generation of BOM Components Based on Web Service 

Structure of BOM Components  

Input Interface

Output 
Interface

Interface Proxy

Time Advance
Event 

Management

Data 
Encapsulation

Data 
Processing

User 
Model

Interfaces information 
for the  engine

Resolution-related information Basic Information
 

Fig. 2. Structure of a BOM Component 

A simulation component is a software element of a simulation model with well-
defined functionalities and behaviors that can be well identified in the process of 
software reuse [6]. Functionally, components support the system to select and assem-
ble reusable simulation components in various combinations into simulation systems 
to meet user requirements. Fig. 2 shows the structure of a BOM component, which 
includes three parts: basic information of the model, interfaces information for the 
simulation engine and resolution-related information. 

The basic information of a component is indeed a description of model, which con-
tains metadata and elements of the component. Metadata shows the users of general 
information about the component itself – what it simulates and how it can be used, 
which makes the component easy to be understood and convenient to be reused by 
developers. As for the elements, the static structure of a component such as entities 
and attributes is defined by the HLA Object Model, while the dynamic behavior is 
defined by the patterns of interplay and the state machine. The static attribute infor-
mation presents the description and data information which is necessary for model 
initialization and running. The behavior information represents the changing process 
of the model with advance of the simulation time by using the changing conditions, 
results and algorithms of the model that are defined in the The behavior information 
represents the changing process of the model with advance of the simulation time by 
using the changing conditions, results and algorithms of the model that are defined in 
the resolution-related information of a component. The resolution-related information 
also includes the process of event management, data processing and data Encapsula-
tion. While the basic information and resolution-related information are platform 
independent, interfaces information for the simulation engine is implementation spe-
cific to a platform and programming language. It includes the input and output inter-
faces of the component which can be used to run on the simulation engine, and pro-
vides the function of publishing and subscribing. 
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Implementation of Code Generation 
A BOM is fundamentally an XML document that contains the model description in-
formation and model data information for code generation of the component model. 
An XML document is defined into a well-formed and flexible text that satisfies a list 
of syntax rules. Originally designed to meet the challenges of large-scale electronic 
publishing, XML is also playing an increasingly important role in the exchange of a 
wide variety of data on the Web. In order to generate executable codes from a BOM 
XML document, XSLT is applied which is a formal language for transforming XML 
documents into other XML documents to extract useful information for the compo-
nent. Fig. 3 illustrates the mapping rules of a BOM document to a component docu-
ment. Generally, each element of the BOM is transformed into a class in component 
codes. Model Identification that describes the contact and reuse information corres-
ponds to the Component Management Class that deals with assembling component. 
Patterns Description is converted into Engine Scheduling Class because of the state-
change condition in this part. However, multiple elements of BOM might be turned 
into the same element of component by applying the rules. For example, Object Class 
includes elements from both the Entity Type and the HLA Object Classes. Users can 
customize and modify their own template files by using XSLT template provided by 
the code generator, thus they can control the output of the object code conveniently 
and flexibly. 

 

Fig. 3. Implementation of code generation 
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After the components are generated, they will be tested by component testing 
module including static and dynamic testing. Static testing checks out whether the 
construction and content of components are complete and tests interfaces of publish-
ing and subscribing, while dynamic testing tests the load of components with different 
resolutions. 

A simulation component is a software element of a simulation model with well-
defined functionalities and behaviors as is the case with Web Services (WSs). And the 
platform and language independent interfaces of WSs allow the easy integration of 
heterogeneous models. So the code generator is developed based on the .NET tech-
nology, which offers an integrated support for Web pages efficiently. Developers who 
have the access to components library can search for components on the Web. A new 
component is created by filling in some parameters, so that the simulation modeler 
needs not be a sophisticated programmer any more. 

3.2 3-level Resolution Control Mechanism for Components 

A good resolution control method helps the simulation to achieve the best mix of 
computational and analysis resource, which makes MRM more effective and powerful 
[8]. In this paper, a 3-level Resolution Control Mechanism for Components is pro-
posed to maintain consistency among the concurrent representations of models. 

 

Fig. 4. First level - Resolution State Chart 

The first level of the resolution control is named Resolution State Chart (RSC), 
which uses a binary vector to represent the resolution of current entities in simulation. 

{ }1 2 3( ) 0 1, 1,2, ,n ia a a a a or i n= =   

Where n  is the amount of resolution layers, and 1ia =  means that the ith  resolu-

tion component is running in the moment. Fig. 4 is a part of the RSC in a joint war-
fare community. As shown in Fig.4, {111} means that all the three levels are running. 
There are two types of transaction conditions labeled in the chart: ① is related to the 
trigger events that are set by the model developer, ② is determined by the simulation 
resources which are restricted by hardware condition.  
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The second level of resolution control is Attribute Dependency Graph (ADG) [2]. 
ADG captures relationships of attributes in concurrent representations among neigh-
boring resolutions. In Fig. 5. Second level - Attribute Dependency Graph, we show all 
the attributes of entities as nodes labeled with appropriately-subscripted names. 

 

Fig. 5. Second level - Attribute Dependency Graph 

The third level of the resolution control is Connection BOM (Con BOM) defining 
the variables and states related to high resolution BOM and low resolution BOM. 
Components are internally consistent and interact at multiple representation levels 
concurrently. Table 1 below introduces the details of Con BOM. 

Table 1. Contents of Con BOM 

Name BOM Element Function 
MapEntity Entity Type To record auxiliary 

properties for mappings 
ResChange Entity Type To describe transaction 

conditions of resolution change 

Aggregation Pattern of interplay To describe the sender, 
receiver, and the trigger 
event of aggregation action 

Disaggregation Pattern of interplay To describe the sender, 
receiver, and the trigger event 
of disaggregation action 

3.3 Component-Oriented Twin-Engine Simulation Architecture  

Twin-Engine Simulation is designed to support the Multi-Resolution model simula-
tion with an Internal Exchange Service Server (IESS) for each federate and the Run 
Time Infrastructure (RTI) to communicate and interact among federates, as is shown 
in Fig. 6. 
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Fig. 6. Structure of Twin-Engine Simulation 

IESS provide six services including the Resolution Control Management, Time 
Management, Components Management, Engine Management, Data Management 
and Statement Management. Resolution Control Management takes advantage of the 
3-level Resolution Control Mechanism introduced above. Time Management guaran-
tees the event time order transfer among the components according to the objective 
order.  Components Management is responsible for destruction and initiation of 
components as soon as it receives Aggregation/Disaggregation request from a resolu-
tion-related instance. Components within a federate are assigned to different threads 
and Engine Managements will deal with resource assignment and load balance. Data 
Management transfers all the data and events among the components and output them 
to the adapter. State Management manages the input and output data of respective 
components statement. 

RTI of the engine is developed by CIMS laboratory of Tsinghua University. It con-
forms to the IEEE 1516 API specifications and includes these services: federation 
management, declaration management, object management, ownership management, 
time management, data distribution management and support services. 

In order to ensure accurate and efficient simulation of the Twin-Engine system, op-
timistic time advance mechanism and conservative resolution control algorithm are 
taken into consideration. Critical Time Synchronization algorithm is proposed to meet 
the dynamic changes of multiple models as well as time synchronization between two 
simulation engines. The critical time is a time during the execution of a simulation 
where a decision might be made, or the time at which component might change its 
resolution or behavior. If this decision can be made at any time during an interval, it is 
the latest such time. As is known, time management is essentially the computation of 
the Lower Bound Time Stamp (LBTS) across federates in a distributed simulation.  

Fig. 7 shows a way to reduce the cost of LBTS query, in which LBTS is used only 
at critical time. It ensures that events are processed in time stamp order and simulation 
in the twin-engine is real-time. 
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Fig. 7. Flowchart of Critical Time Synchronization algorithm 

4 Example Realized by Our Tools 

Tools for BMRSS are implemented after the previous analysis and design, which 
integrate all the functions of the mentioned modules. To demonstrate the application 
of the tools, an air-to-air attack and defense scenarios is built including red-side fede-
rates and blue-side federates. As is shown in Fig.8, blue-side federate includes a mul-
ti-resolution plane fleet and a multi-resolution sense system, while the red-side fede-
rate is composed of a multi-resolution enemy plane fleet. A blue-side federate 
represents the low resolution model and a plane fleet represent the middle resolution 
model which can disaggregate into several high resolution planes – wing plane, lead 
plane and so on.  A same structure is applied to the red-side federate. 

 

Fig. 8. Air-to-air attack and defense 

In the simulation process, the blue-side planes search for the invading red-side plane 
in the mode of fleet. In this state all the components are running at a low resolution, since 
individual entity interacting is not required. When an enemy plane appears in the field  
of blue-side represented by a map in Fig. 9, the plane fleet of blue-side receives a  
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Abstract. VTF (Virtual Test Framework) is a useful infrastruction for virtual-
testing applications. The existed models and applications are mostly built upon 
HLA specification. In order to make use of these accumulated achievements, it 
is necessary to interconnect VTF applications and HLA simulation systems  
using gateway. Since the application interfaces of VTF models is generated ac-
cording to VFL (VTF Language) file,  the gateway should be dynamically  
re-generated when interconnecting to a new VTF application. The architecture 
interfaces or time management of exsited gateway is not entirely suitable for 
VTF. To address these problems, a VTF Gateway generated method is proposed 
in the paper. After setting mapping relations between VTF data and HLA  
data by users, VGCT (VTF Gateway Generation and configuration Tool) can 
generate Runtime Gateway automatically. We also propose a solution for syn-
chronizing the two equivalent heterogeneous systems. Experimental results 
demonstrate that VTF Gateway is valid and correct. 

Keywords: VTF, HLA, heterogeneous interconnection, VFL/FOM mapping, 
code generation, time management. 

1 Introduction 

VTF (Virtual Test Framework) is a kind of typical general support framework with 
the aim of solving the problems caused by heterogeneity during developing and test-
ing of military products [1]. It has been used to promote the synchronous develop-
ment ability of military industrial products designing, virtual test and evaluation. It 
also provides support for the standardization in the process of test and evaluation. 
Users can define simulation models with VFL (VTF Language) and develop applica-
tions quickly with VTF application framework provided by VTF. In this way, devel-
opment time can be reduced and models can be isolated from data. 

Bridging heterogeneous simulation systems via gateway to build large-scale com-
plex simulation systems becomes one of the hottest spots in simulation field. To date, 
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many models based upon VTF have been coming out. In order to make use of existed 
resources, it is necessary to research the technologies to interconnect VTF application 
systems and HLA [2-4] simulation systems. The existing research on interconnection 
of heterogenous systems is mainly concentrated on the interoperability between HLA 
federations or HLA federation and other simulation systems. As far as we know, there 
are four main solutions [5]: federate gateway, bridge federate, RTI broker and RTI 
interoperation protocol. Benoit Breholee et al. identified the problem categories of 
federate gateway and put forward solutions to them. As a result, a kind of federate 
gateway was designed and implemented [6]. Dingel et al. conducted in-depth research 
on bridge technology of HLA [7] [8], using bridge federate implemented multiple 
HLA federal interconnection. Zhang compared HLA with TENA (Test and Training 
Enabling Architecture) and found the best way to achieve seamless interconnection 
for TENA is the TENA gateway [9]. Reference [10-12] also made some research to 
interconnect multiple simulation systems. 

Federate gateway interconnects federates in different federations directly. That is 
to say, federates communicate directly through the gateway. The gateway does not 
support the HLA interface specification; it just transforms data and plays as a contro-
ler rule. Therefore, the workload of this gateway is always large. Meanwhile, the lack 
of generality is also a serious problem. RTI broker interconnects RTIs directly and 
communicates with them. It can provide efficient and convenient support for users to 
realize simulation of large-scale, but the premise is that the standard APIs to commu-
nicate with RTI should be provided. In order to realize the RTI interoperability proto-
col, standard interoperability protocol between RTI and its components should be 
defined. 

Bridge federate syncretizes two federations as a member federate at the same time. 
However, for every simulation application, it should implement a new federate agent 
that will increase the user’s burden. In this paper, we adopt and improve the architec-
ture of bridge federate. Based upon this kind of improved architecture, we propose the 
solution for heterogeneous interconnection: VTF Gateway. 

The paper is organized as follows. In section 2, we introduce the architecture of 
VTF Gateway in detail. The key technologies are illustrated in section 3. We validate 
VTF Gateway in section 4. In the last section, we draw a conclusion to VTF Gateway. 

2 Architecture of VTF Gateway 

VTF Gateway includes VGCT (VTF Gateway Configuration and generation Tool) 
and Runtime Gateway. 

2.1 VGCT Architecture 

In order to solve the problem brought by repeated development of Runtime Gateway, 
we create VGCT that is responsible for two tasks: Firstly, it provides visual interface 
for users to assign mapping relations between VTF models and HLA models; second-
ly, it generates VTF Gateway according to these mapping relations. 
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Fig. 1. VGCT architecture 

Fig. 1 illustrates the architecture of VGCT. VGCT comprises three parts: user inter-
face, file parser and generator, code generation module. 

User interface accepts VFL file and FOM file as inputs and provides interface for 
users to assign mapping relations between VTF models and HLA models. 

File parser and generator can parse VTF models and HLA models onto user inter-
face. According to the parsed information, users configure mapping relations. On the 
other hand, file parser and generator generates GDD (Gateway Data Description) file 
to store the mapping relations. 

Using GDD file, basic implementation and the code framework as inputs, code 
generation module generates Runtime Gateway. 

2.2 Runtime Gateway Architecture 

Runtime Gateway consists of three components: VTF agent module, HLA agent 
module and control module. See Fig. 2. 
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VTF agent will connect to VTF middleware as a VOM (VTF Object Model). Its 
main function is to get the data that are subscribed by HLA applications, from VTF 
applications and transform them to HLA agent. HLA agent will send the data to RTI 
finally. 

Similarly, HLA agent joins in HLA federation by connecting to RTI. Its main func-
tion is to get the data from HLA applications and transform them to VTF agent. VTF 
agent will send the data to VTF at last. 

The job for control module is to assist in initializing VTF agent and HLA agent, 
coping with data-transmitting threads, realizing synchronization between VTF agent 
and HLA agent. On the other hand, it will wait and receive user’s input command. 

...

VTF Middleware

VTF Runtime Node

VOMn

VTF Runtime Node

VOM1

Control Module

VTF Agent Module
VOM 
Agent

...
HLA Federate

SOMn

HLA Federate

SOM1

HLA RTI

HLA Agent Module
SOM 
Agent

Runtime 
Gateway

 

Fig. 2. Runtime gateway architecture 

Fig. 2 illustrates the architecture of Runtime Gateway clearly. In this kind of archi-
tecture, VTF or RTI just need to exchange data with the agent of the respective mod-
ules. The control module, which manages and coordinates VTF agent and HLA agent, 
can promote the efficency of Runtime Gateway. 
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To sum up, the gateway is not only a VOM node but also a HLA federate. It has 
three main features: 

• It is able to map VFL/FOM models, realizing data transmitting and filtering be-
tween the applications from the two sides.  

• It can be generated by VGCT, thus can interconnect VTF and RTI from various 
manufacturers. On the other hand, the quality of code and efficiency of develop-
ment are ensured. 

• It provides time management between VTF application system and HLA simula-
tion system, maintaining sequence of cause and effect relationship during simula-
tion. 

3 Key Technologies 

3.1 VFL/FOM Mapping 

VFL is a language used to describe attributes as well as operations of models that 
participate in the test on VTF. The core part of VFL meta-model is VTO, named Vir-
tual Test Object (because of the function of publishing state, it is also named State 
Publishing Object), represented by “Class” key word in meta-model. Local Class and 
Message are also important metamodel, they are similar to “Struct” in C language. 
Other auxiliary meta-model includes Vector, Interface, VTO Pointer, Operation and 
Fundamental Type. 

 

Fig. 3. A conceptual figure of configuring mapping relations in windows 
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In order to transmit and filter the data between VTF and HLA applications, VTF 
Gateway needs to know how to switch data from RTI to VTF or the other way 
around. Hence, VFL and FOM models mapping relations are necessary. When users 
assign the mapping relations using VGCT, VTOs in VTF and objects in HLA are 
mapped to each other; messages in VTF and interactions in HLA are mapped to each 
other in the same way (Fig.3 shows a conceptual figure of mapping). The mapping 
relations are refined to the layer of attributes or parameters. VGCT generates GDD 
file to retain the mapping relations. 

GDD file is a file stores metadata of mapping relations. It includes five descrip-
tions: SourceFileInfo, RuntimeEnvInfo, VtfPublishInfo, VtfSubscribeInfo and 
VtfMappingInfo. We use Vtf2RtiClass and Rti2VtfClass, mapping data type, to store 
class-mapping relations. Algorithm to map VFL/FOM is written as follows. 

Begin 
Load relations into Vtf2RtiClass and Rti2VtfClass. 
Write VFL file name and FOM file name into SourceFileInfo 
description. 
Write VTF domain name and RTI feration name into Runti-
meEnvInfo description. 
Foreach class mapping relation in Rti2VtfClass: 
 Create a new VtfSubscribe node. 
 Set vtfSubClassName and rtiPubClassName. 
 Set bPublish = false. 
 Create a VtfMappingInfo child node. 
 Foreach attribute mapping relation: 
   Create an AttrMapping child node in VtfMappingInfo. 
   Set vtfAttrName and rtiAttrName. 
 Endfor 
Endfor 
Foreach class mapping relation in Vtf2RtiClass: 
 Create a new VtfPublish node. 
 Set vtfPubClassName and rtiSubClassName. 
 Set bPublish = true. 
 Create a VtfMappingInfo child node. 
 Foreach attribute mapping relation: 
   Create an AttrMapping node in VtfMappingInfo. 
   Set vtfAttrName and rtiAttrName. 
 Endfor 
Endfor 
End. 

3.2 Code Generation 

Because of variability of VTF APIs and repeated development of bridge federate 
agent, VTF Gateway should be re-implemented each time when interconnecting to a 
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new VTF application system. Motivated by lightening the burden of users, ensuring 
quality as well as efficiency, we need to generate VTF Gateway automatically. In 
[13], we have discussed the details of code generation. Because of the complexity of 
code structure, we cannot use the method of writing information into code templates 
simply. Instead, we use GDD file and the code framework in the generation process. 
The way to generate VTF Gateway is shown in Fig. 4. 

The code framework consists of a series of structured classes. For each class map-
ping relation, VGCT class generator will generate a manager class to manage its be-
havior, such as, declaration and destruction of publisher or subscriber, data updating 
et al. 

Basic implementation, generated by VTF code generator, is the description and 
implementation of operations of VTF models. Only by calling these operations, we 
can update or obtain data from each model. In a word, basic implementation is the 
paragramming interface for applications to communicate with VTF. Using generated 
manager classes, metadata from GDD file and basic implementation as inputs, VGCT 
code generator generates all code files for VTF Gateway. 

 

Fig. 4. VGCT Generates VTF Gateway 
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3.3 Time Management 

When VTF application system and HLA simulation system are using time manage-
ment on both sides, time management is also necessary for VTF Gateway. In order to 
ensure that time of heterogeneous systems advances correctly and orderly, we have 
conducted some research on time management for VTF Gateway [14]. 

Under the rules of the conservative time advance mode in HLA, the federate is for-
bidden to send any message with the timestamp less than T + L(L represents the value 
of lookahead) after making a request to advance to time T by calling TimeAdvance-
Request(T) function. At the same time, RTI needs to send all of the messages, the 
time stamp of which is less than T, to this federate. If VTF application system and 
HLA simulation system both follow this rule, a problem arises. Before VTF Gateway 
making a request to advance time T to RTI (step ② in Fig. 5), VTF Gateway should 
send all of messages with timestamp less than T to RTI (step ①). In order to get all 
of these messages from VTF (step C), VTF Gateway should make a request to ad-
vance to time T to VTF first (step B). On the other side, before requesting to VTF, 
VTF Gateway should send all of messages from RTI to VTF (step A). The dilemma 
arises: who should make the advance request first? 

The deadlock is presented in Fig. 5 and Fig. 6. 

 

Fig. 5. Deadlock of time advancement 

 

Fig. 6. Order of time advancing 

In order to find a way out of this dilemma, we must break the equivalent situation 
of HLA and VTF system. That is to say, either HLA system should be considered as a 
VOM application of VTF system or VTF system should be considered as a federate of 
HLA system. If we considered HLA system as a VOM application, it is necessary but 
seems impossible to modify the structure of HLA run-time infrastructure. In the case 
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of considering VTF application system as a federate of HLA simulation system, when 
all of the nodes in VTF application system have made a time request to advance time 
within a time step, VTF will make a request to VTF Gateway (step ② in Fig. 7). 
Then VTF Gateway figures out the time value to advance and makes a request to RTI 
(step ④). After receiving the request, RTI will decide whether to meet this request or 
not by calculating. If yes, RTI sends all the messages with timestamp lesser than T to 
gateway (step ⑤). TimeAdvanceGrant (T) will be sent to gateway afterwards (step 
⑥). At last, gateway will send these messages (step ⑦) before sending GateWayTi-
meAdvancegGrant (T) to VTF (step ⑧). The deadlock is broken in this way. Time 
synchronization between VTF and HLA is realized! 

TimeAdvanceRequest(T)

 

Fig. 7. Time advancement of “VTF-System” federate 

4 Validation 

VTF Gateway interconnects applications of Mak RTI [15] and VTF. Under 10 send-
ers-40 receivers and 20 senders-30 receivers working conditions, every application 
updates a data per 10ms. 

Table 1. Experiment environments 

Operating system Window xp 

Programming language C++ 

Network 100Mbps ethernet 

RTI Mak RTI, version4.1.1  

VTF VTF, v2.0a 
Mapping relations(Publish→Subscribe): 

Object.BaseEntity(RTI) OMsample::Platform(VTF VTO) 

OMsample::LocalMessage(VTF 
Message) 

Interaction.WeaponFire(RTI) 
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Fig. 8 presents a screenshot of started gateway. 

 

Fig. 8. Screenshot of started gateway 

The experiment demonstrates that data are transmitted and filtered correctly in two 
working conditions, indicating that classes and attributes are mapped correctly. VTF 
Gateway can be generated rightly and be able to support the interconnection of VTF 
and heterogenous HLA simulation system. 

5 Conclusion 

In this paper, we have presented the VTF Gateway used as architectual glue for com-
posing multiple heterogeneous simulation system. Firstly, we introduced VTF and 
existed researches on gateway technologies. Sequently, we presented the overall ar-
chitecture and key technologies of VTF Gateway. Lastly, we conducted an experi-
ment to validate VTF Gateway. 

VTF Gateway architecture comprises VGCT and VTF Gateway. VGCT can map 
VTF models and HLA models and then generate VTF gateway, tackling the repeated 
development problem, lightening the burden of users as well as ensuring quality and 
efficiency. The time management solution we proposed adressed the dilemma of syn-
chronizing equivalent heterogeneous systems. 

As the practice shows, VTF Gateway is valid, feasible, and correct. It can be gen-
erated by VGCT quickly and completely automatically. In a certain scale range, it can 
map and transmit data rapidly and correctly. 
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The Stratospheric Airship Non-forming Descent Path 
Simulation and Analysis 

Zi-long Cong, Hui Ning, and Fan Yang  
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Abstract. In recent years, with the development of aviation technology, the 
airship has many advantages compared to conventional aircraft by the concern 
in many countries. United States, Germany, Russia, China and many other 
countries show great interests in the potential applications of the airship. 
Because the airships volume is very huge, so the landing process will inevitably 
cause a threat to the security of airline and ground facilities, especially the use 
of non-forming recovery method of stratospheric airship, the landing of security 
control is more important. This paper analyzes the forces on airship, modeling 
the airship non-forming decline model, and establishing a drop in direct 
sunlight, ground reflection, infrared radiation, convection exchange thermal 
model. According to the parameters of a test platform, the paper simulates the 
airship track of non-forming declining. Use the experiment data to analyze the 
simulation results and verify the validity of the model. 

Keywords: Stratospheric airship, track simulation, non-forming descent model. 

1 Introduction 

In recent years, with the development of aviation technology, airship has many 
advantages compared to conventional aircraft, so it has been concerned by many 
countries. United States, Germany, Russia, China and many other countries show 
great interests in the potential applications of the airship.  Because the airship’s 
volume is very huge, so the landing process will inevitably cause a threat to the 
security of airline and ground facilities, especially the use of non-forming recovery 
method of stratospheric airship, and the landing of security control is more important. 
If the airship non-molding landing track can be predicted, it is possible to plan ahead 
based on the predicted results of safe area, improve the safety factor of airship 
recovery. 

Wang [1], Wang [3] etc., who applied theories like statics, dynamic to build up the 
airship model in 6 degree, and using linear process for non-linear model by Linear 
perturbation theory, study on the airship modeling, especially on the controlling 
problem when the airship shape is the same. Shi[2] simulated the rising process of 
stratospheric airship, but neither carried out simulation verification, nor simulated the 
mode of non-forming descent process. Farley. Roberto Palumbo has carried out 
considerable modeling in the aspects of statics, dynamic, thermodynamics during the 
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blastoff and residency process of balloon. This paper analyzes the airship non-
forming descent process, builds up the non-forming descent model, implements the 
simulation software according to the model, carries out the simulation using a 
particular platform parameters, compares the simulated data and the experimental 
data, and test the correctness of the model. 

2 Non-forming Descent Model 

When the airship is non-forming descending, we first open the helium valve (it is 
normally located in the top of airship, which is easy to descend and exhaust). Because 
the internal airship has a certain pressure differences with the external environment, 
helium gas will exhaust from the valve. In the initial stage of exhaust, airship is in the 
state of overpressure, the volume stays the same, so the buoyancy keeps still, while 
the gravity decreases after the helium exhaust, which leads to the rising of airship. 
When the overpressure is finished, the airship volume starts to decrease, which leads 
to the buoyancy of the airship decreases, and then starts to descend. 

During the modeling of analysis the force in the airship descent process, we have 
the following assumptions: 

(1) Because of the non-forming descent strategy, the distance between mass center 
and buoyancy center increases, this leads to the airship hard to turn over during the 
descent process, so we can assume that the gravity and buoyancy are in the same line 
during the airship descent process. 

(2) Because of the non-forming descent strategy, the airship does not have the 
pneumatic shape, so this paper computes the shape model as sphere to make it more 
simplify. 

In the descent process, the external force of the airship includes aerodynamic, fluid 
inertia force, gravity, and buoyancy, etc. The gravity of airship equals to the sum of 
the gravity of airship internal gas, capsule, and accessories. The computation equation 
is as 1. 

 0)( GgVVG airairhehe ++= ρρ                     (1) 

Where heV is the volume of helium capsule, heρ  is the density of helium, airV  is 

the volume of air capsule, airρ  is the density of air, and 0G  is the gravity of airship 

accessories. 
The buoyancy equation is as follows according to the Archimedes Law. 

 gVB airheρ=  (2) 

Reference [8] gives the computation mode when fluid inertia force is considered 
as the additional mass, shown as Eqs. 3-4. 

 0.5xy air gasm Vρ=  (3) 
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 0.5z air gasm Vρ=  (4) 

2.1 Aerodynamic 

2.1.1   Vertical Resistance 
After simplification, the descent process of airship can be simplified by the descent of 
a sphere with radius R when it is has a certain volume, the air resistance computation 
equation is shown as Eq.5. 

 2

2

1
zzairzzc VSCF ρ=  (5) 

Where zC is the resistance coefficient of airship,
 airρ  is the air density, zS  is 

the front face area, zV  is the vertical speed. 

The volume of Airship gradually decreases during the descent process, while the 
speed in the vertical direction will gradually increases, so the bottom of the airship 
will appear a concave, shown as Fig. 1. 

 

Capsule

Payload

R

L

r

 

Fig. 1. Airship descent process 

After a period of descent, the internal gas of the airship only has a little left, the 
external capsule eventually forms a thing like parachute. References [9,10] studied on 
the simulation model of parachute, the air resistance model of the parachute is similar 
to Eq. 5 during the descent process. Where the radius equation of the formed 
parachute is shown as Eq. 6. 

 
2Rr L=  (6) 

The resistance coefficient is 0.9. 
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2.1.2   Lateral Thrust 
Airship is affected by the upper wind during the descent process, while the upper 

wind is affected by measurement, so it is necessary to assume that the speed windV  is 
in the horizontal plane, so the lateral thrust of non-forming airship can be expressed 
by Eq. 7. 

 2

2
1

airxyairxyxyc VSCF


ρ=  (7) 

Where
xyC  is the lateral thrust coefficient of airship,

 airρ  is the air density, xyS  is 

the front face area, airV  is the relative air speed , so windgair VVV −= . 

2.2 Gas Exhaust Model 

In the descent process, airship opens the helium capsule valve in its top, and the valve 
exhaust speed is subjected to the pressure difference between the gas in the two sides 
of valve and the density of internal gas. Reference [7] provides the speed when gas 
goes through the valve, shown as Eq. 8. 

 
2flow pai

he

P
V C

ρ
Δ= ⋅

 (8) 

Where paiC  is the exhaust coefficient of valve, PΔ  is the pressure difference of 

the two types of gas,
 heρ  is the exhaust helium density, so the gas mass changing 

equation is shown as Eq. 9. 

 
2he flow valve he valve pai hedM V A dt A C P dtρ ρ= ⋅ ⋅ ⋅ = ⋅ ⋅ Δ ⋅

 (9) 

2.3 Descent Process Dynamics Equation 

According to Newton’s second law, the airship motion equations in the vertical and 
horizontal direction are as Eq. 10-11.  

 dt

dV
mFGB z

zc =−−
 (10) 

 
dt

Vd
mF air

xyc


=  (11) 
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3 Airship Thermodynamics Model 

The descent process of airship contains complication heat transfer process. Different 
researches show that the “extra-thermal” affects the descent process, so it is necessary 
to study the heat transfer modeling between the descent process and environment and 
its internal, based on the analysis modeling of dynamic and statics. References [7, 8] 
show that in the process of aerostat blastoff, residency, and return, the energy 
exchange mainly includes direct solar radiation, cloud reflection solar radiation, 
ground reflection solar radiation, ground infrared radiation, atmospheric infrared 
radiation, capsule self-radiation, forced convection cooling, capsule internal, and 
natural convection cooling energy. Shown as Fig.2.

 

 
Fig. 2. Energy exchange diagram of airship in the air

 

According to reference [7], direct solar energy is expressed by Eq. 12. 

 ( )1 1Sun project Sun atm effectiveQ a A I rτ τ = + +       (12) 

Ground reflection energy can be expressed by Eq. 13. 

 ( )1 1Albedo albedo surf ViewFactor effectiveQ a q A rτ τ = + +       (13) 

Infrared Environment can be expressed by Eq. 14. 

 ( )1 1IREarth IR IREarth surf ViewFactor IR effectiveQ a q A rτ τ = + +       (14) 

The convection heat transfer between airship and atmosphere contains the 
convection heat transfer of the external surface and atmosphere and the convection 
heat transfer of internal surface and buoyancy gas. The external convection heat 
transfer contains the natural convection and forced convection. The heat transfer 
mainly relates to the transfer area, temperature difference, and transfer rate of the two 
transfer mass, where the convection heat transfer between external surface and 
atmosphere environment is shown as Eq. 15. 
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 ( )tConvExt ex ernal effective air filmQ H A T T= −   (15) 

The convection heat transfer between the internal surface and buoyancy gas is 
shown as Eq.16. 

 ( )intConvInt ernal effective film gasQ H A T T= −   (16) 

According to the first law of thermodynamics, the energy conservation equation 
of airship internal gas can be expressed by Eq. 17. 

 he he he
v he he

mol

m dT dV
C dQ p

M dt dt⋅ = −  (17) 

Where hem  is the helium mass,
 pheC  is the helium specific heat under constant 

pressure, heT  is the temperature,
 hep  is pressure intensity, dQ  is the heat transfer 

between airbag and helium. Eq. 17 can be expressed by Eq. 18 after simplification. 

 ( )1he ConvInt he he

v he he

dT Q T d

dt c m dt

ργ
ρ

= + −  


 (18) 

The capsule temperature can be expressed by Eq. 19 

 
( )Sun Albedo IREarth atms IRfilm ConvExt ConvIntfilm

f film

Q Q Q Q Q Q QdT

dt c M

+ + + − + −
=


 (19) 

Where  IRfilmQ  is the amount of infrared emission of airship capsule. 

4 Simulation Software Design 

According to the model in the previous two sections, we apply C++ to implement the 
simulation program of the airship non-forming descent process, and the program 
interface is shown as Fig. 3. The figure shows that the software is composed of four 
areas. The left part is the input area, the upper part is the important simulation 
parameter display area, the bottom part is the simulation controlling area, and the 
middle part is the related parameter graph manipulation display area. 

Parameter setting area is used to set the related simulation initial parameters. This 
figure shows the important parameters in the simulation, and more detailed parameter 
inputs are shown in the last page, e.g. ground reflection rate, valve vent rate, etc. 

The display area mainly shows the current simulation time, the distance between a 
certain point, the latitude and longitude of current simulation point. The controlling 
area mainly controls the start and suspend of simulation, which is also able to control 
the interval of each step. 
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Fig. 3. Simulation software interface 

The graph display area applies OpenGL to display the estimated 2D track, and 
applies curves to show the changes of height, temperature, pressure difference, 
density, upper wind and the speed that changes with time. 

5 Simulation Result Comparison Analysis 

In order to test the validation of the stratospheric airship non-forming descent model, 
the simulation results were compared with a particular flight experimental data. 

5.1 Speed Data Comparison 

Figs 4-5 is the east direction speed comparison curve and the north direction speed 
comparison curve. 

 

Fig. 4. East speed data comparison diagram 
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Fig. 5. North speed data comparison diagram 

The above two figures show that the east direction speed curve is fitted well in the 
upper part, but the simulation data and measurement data have large deviations before 
3000 seconds. 

Fig 6 is the simulation data and measurement data comparison diagram in the 
vertical direction. 

 

Fig. 6. Vertical speed comparison curve 

The figure shows that the green fitting curve fits well with the blue simulation 
curve. 

5.2 Displacement Data Comparison 

Fig.7 is the displacement data comparison diagram in the west-east direction.The 
figure shows that the airship mainly flies to the east in the descent  process, because 
displacement is the integral of the speed, it is same with the west-east speed 
comparison, the entire curves fit well, the largest error appears in the descent stage. 
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Fig. 7. West-east displacement comparison diagram 

 

Fig. 8. North-south displacement comparison diagram 

Fig.8 is the displacement data comparison diagram in the north-south direction. The 
figure shows that the airship mainly flies to the north in the descent  process. Because 
the displacement is the integral of speed, it is the same with the north-south speed 
comparison, the errors mainly appear in the first 4000 seconds, and the placement 
difference is about 1.7km. 

Fig. 9 is the height comparison curve. The figure shows that the vertical speed 
gradually increase when the platform starts to exhaust, shown as Fig.9, the height 
curve has larger errors from 1500 seconds to 4000 seconds, and the largest error is 
about 1km. 
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Fig. 9. Height comparison 

6 Conclusion 

This paper builds up the thermodynamics and dynamics combined airship non-
forming descent model, and makes data simulation on the particular platform descent 
process, compares the simulation data and real measurement data. The data show that 
the stratospheric airship non-forming descent model simulation result fits well with 
experimental measured data, which reflects the stratospheric using non-forming 
descent mode, as well as the changes of airship platform’s different physical 
parameters. 
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Abstract. Based on the ideology of cyber physical systems and combining the 
requirements of aircraft flexible assembly, this paper puts forward ACPS (As-
sembly-oriented Cyber Physical Systems) and demonstrates its architecture via 
contrasting between ACPS and traditional assembly system. By taking aircraft 
components docking as an example, this paper also introduces ACPS’s software 
and hardware requirements, system composition, functional module division of 
assembly simulation control system, as well as key issues to resolve. ACPS 
then will be actualized to improve the level of aircraft assembly as well as pro-
vide theoretical and experimental support for next generation smart assembly 
systems. 

Keywords: Flexible Assembly, CPS, Virtual Simulation, Real-time Control. 

1 Introduction 

Aircraft assembly is an essential part of aircraft manufacturing. In accordance with 
the principle of size coordination, aircraft assembly combines and connects aircraft 
parts and components according to the design and technique requirements by adapting 
assembly fixtures and equipment, thus forming higher level assembly parts or overall 
units. Aircraft assembly technique has so far experienced the following developing 
processes of manual assembly, semi-mechanical/semi-automated assembly, mechani-
cal/ automated assembly, flexible assembly[1]. The application of 3D digital assem-
bly simulation technique can solve the ignored problems during process of traditional 
assembly design, and avoid the losses of products, periods, manpower, costs caused 
by the false assembly methods. Currently, the major aerospace companies at abroad 
widely adopt digital tools to design products, processes and tools, especially simulate 
3D digital assembly process under virtual environment, and put the results of design 
and simulation into actual products’ assembly; the scholars at home also carry out 
many related research work, such as AVIC(Aviation Industry Corporation of China) 
design having realized automatic connecting system in aircraft assembly[2]; Some 
scholars detail the application of assembly simulation technique to wing-body dock-
ing[3]; Some use OGRE(Object-Oriented Graphics Rendering Engine) and 
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PhysX(physical engine) as the development platform instead of customizing commer-
cial CAD/CAM platforms or implementing the system through OpenGL directly[4]; 
Some plans automatic assembly for complex products such as aircraft components 
and an assembly planning and simulation system called AutoAssem has been devel-
oped[5]; Others propose that automatic measurement method in aircraft assembly 
contributes to improve assembly efficiency[6]; Some hold the view of building the 
integrative framework supporting design, simulation and optimization to manage the 
aircraft production cycle[7]. Although there are many relevant studies, the simulation 
world and the physical world in actual assembly are still short of extensive internet-
working, interconnecting and interoperation, and sufficient coordination and optimi-
zation have not been achieved. 

CPS (Cyber Physical Systems) integrates information cells and physical elements 
by 3C (Computation, Communication, Control) techniques, thereby realizing the ad-
vanced technology to accurately perceive and effectively control physical systems[8]. 
Currently, the study of CPS application to aircraft flexible assembly has not been 
unfolded in China, hence, by combining concepts of CPS and characters of aircraft 
flexible assembly, this paper proposes a basic framework of building ACPS (Assem-
bly-oriented Cyber Physical Systems) including the following aspects—sensing, 
communication, computing, simulation, control, and application. The research group 
of this paper has conducted the study of CPS architecture for assembly[9], thus, on 
the foundation of former study, and under the background of an ongoing project, the 
paper further discuss the design and achievement of ACPS. This paper also explains 
the above aspects’ corresponding functions, and offers expected applications of air-
craft assembly, thus providing theoretical support for the development of smart as-
sembly systems. 

2 ACPS Architecture 

The core of solving assembly problems by deeply integrating aircraft assembly cyber 
systems and assembly physical systems is that assembly physical objects and system 
state are transmitted into cyber system, furthermore, based on 3C techniques, and 
integrating information cells with physical elements, advantages of cyber technique in 
sensing, transmission, storage, analysis mining, and optimizing control will be taken. 
What’s more, through the interaction and feedback between cyber system and physi-
cal system, cyber communication, system coordinating, optimizing decision control of 
assembly system will be realized, which will become an important research direction 
for CPS application and the development of next generation smart assembly systems. 
Thus, the study of ACPS architecture has important academic value and practical 
significance either in the view of fundamental research or engineering application. 

Combining concepts of CPS and characters of aircraft flexible assembly, this part 
presents the basic framework of ACPS as below, including computing system, net-
work system and physical system. 
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Fig. 1. ACPS architecture 

From Fig.1, ACPS is mainly composed of sensor units (physical sensing equip-
ment, such as laser/infrared tracker, force sensor), actuator units (numerically con-
trolled equipment) and computing units (data server, simulation control computer, 
etc.), which are connected by network. The ACPS subsystems are presented below: 

(1) Physical system 
Sensor units can acquire necessary events/information data by preset sampling rules 
of sensor, and the sampling objects include some physical properties of concerned 
physical devices and human operation; Physical world generally refers to all kinds of 
ready-to-assembly tools; Actuator units operate actuator by preset motion rules of 
actuator, thus finally changing the condition of physical world and people. 
(2) Network system 
Network system, composed of communication base stations and network nodes, is 
responsible for the reliable transmission of current events/information data. Commu-
nication modes that can be adopted in aircraft assembly include wired network, wire-
less network, Wi-Fi, Bluetooth, GSM, etc. Aircraft assembly cyber system needs to 
obtain and process large amounts of information, such as devices’ location, position 
and force situation; hence, the key issue in network system is to safeguard the high 
reliability and effective transmission of the information. 
(3) Computing system 
Different from traditional CPS, computing units only achieves computing of user-
defined rules, while the computing units in ACPS integrate virtual assembly simula-
tion to realize simulation based computing and control. The operating principles of 
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computing units are presented in Fig.2: assembly system is first modeled, and the data 
of current events/information can be obtained from communication network. Then 
obtained data are put into simulation model to compute. By comparing with the data 
of past events/information, whether the system state is transformed will be judged. If 
it is, the current events/information will be sent to performing units by network nodes; 
If not, the simulation computing process is repeated. Virtual assembly simulation is a 
noticeable feature of this part, including assembly sequences planning, assembly path 
planning/motion trajectory planning, collision and interference checking, and assem-
bly resources integrating management, etc. In addition, integrating with CPS, virtual 
simulation can track the assembly progress in real-time, and timely simulation com-
puting can be carried out to revise assembly scheme, thus tightly combining simula-
tion and control to improve assembly efficiency. 

 

Fig. 2. Workflow of computing units 

3 ACPS Composition of Aircraft Assembly 

The production period of aircraft assembly is long for its various tools, complex  
procedures, and high precision. ACPS application to aircraft assembly can realize 
real-time simulation, computing and control during assembly process, and find out 
problems of assembly in time to formulate modification plans, thus shortening pro-
duction period of aircraft assembly. Based on the introduction of ACPS architecture 
in section 2, this section carries out the overall design of ACPS on the background of 
actual assembly (e.g. aircraft components docking). 

3.1 Hardware and Software Environment 

(1) Hardware Environment 
More than 2 wired/Wireless network card PCs/servers; network router; one or more of 
sensing devices, such as six-degree of freedom 3D space position tracker, laser track-
er, iGPS, force sensor; aircraft assembly simulator; programmable motion control 
card, TV, grating ruler, or commercial NC locator, etc. 
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(2) Software Environment 
Operating system: Windows 7, Windows XP, Windows 2003 and above 

Software: Visual C++ 6.0 and above, CATIA, ACIS, MATLAB 

3.2 ACPS Composition 

As shown in Fig.3, measuring equipment, such as laser tracker, hand-held photo-
graphic measuring equipment, electric theodolite, transfer the measured data to simu-
lation console by network. Then simulation console conducts data analysis and 
processing, offline/online assembly simulation, visual simulation state display, control 
decision, etc. Last, simulation console sends the control data to numerical control 
performing equipment by network. 

 

Fig. 3. Sketch of ACPS Composition 

3.3 Functional Module Partition 

The above analysis arrives at that the focal point is to build assembly simulation con-
sole serving as a link between measuring system and performing devices. Major func-
tions of assembly simulation control system are explained in Fig.4. 

(1) Measured Data Fusion 
During aircraft assembly, there are many measuring points, assembly objects and 
tools, and the coordinates of different measuring equipment are different. Besides, the 
forms of measuring data acquired by different measuring equipment are also different, 
hence it is important to unify the form and coordinate measuring data. What’s more, 
the measuring errors are analyzed to find out error compensation methods, thus gua-
ranteeing measuring accuracy to its largest extent. 
(2) Assembly Object Modeling 
The model referred in this part means all of the entity information of work-pieces, 
tools, and devices during the process of aircraft assembly. It can be divided into geo-
metrical information (e.g. point, line, surface, spatial location, size, and position, etc.) 
and physical information (e.g. material, roughness, rigidity, viscosity, and color, etc.). 

Assembly information description includes cooperating connection information, 
designing constraint information, auxiliary semantic information. Cooperating con-
nection information refers to the correlated information between all work-pieces con-
stituting the assembly, including the constraint relations of 3D geometric assembly 
and the topological relations[10]. 
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Fig. 4. Functional Partitioning Map 

(3) Assembly Process Planning 
Planning the assembly sequence of work-piece hasn’t been involved in aircraft com-
ponents docking. During components docking, one end is fixed while another end 
moves slowly to accurately connect with fixed part. The design of motion trajectory 
influences the accuracy of docking to a large extent. Computing methods designed in 
this paper should focus on the following four aspects: target position calculation, tra-
jectory planning method design under assembly constraints[11], motion trajectory 
effectiveness evaluation, and motion trajectory optimization. And what’s more, work-
pieces and assembly fixtures may crash, contact or interact with surroundings, hence, 
dynamic and static interference checking should be conducted by using graded pro-
gressive algorithm to avoid the phenomenon that don’t adapt to the objective reality, 
such as interpenetration and overlap among objects. 
(4) Assembly Process Simulation 
Simulation flow is designed based on the planning results providing the interface of 
flow design. Simulation can be operated once after the users filling in parameters. 
And by realizing visualizations during simulation process, users can monitor the si-
mulation process at all times. 
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Then simulation time management is important. Offline simulation mainly coordi-
nates the simulation time of modules. Besides that, online simulation also covers the 
coordination between measured data time and simulation time, namely, it achieves 
time synchronization via the timestamp of measured data, or carries out time compen-
sation when the time is not in synch. 

Measured Data Reception and Simulation Parameter Correction. The measured da-
ta are used to check the consistency between simulation process and actual assembly, 
while the data receiving module is applied to transform the measured data into the 
needed format in simulation comparison. If not, the correction will be conducted by 
necessary online parameters to ensure the smooth operation of assembly. 

Finally it’s simulation results display. After simulation process, the conditions of 
motion trajectory, driving force, and acceleration between work-pieces and NC devic-
es should be presented in the form of figures, tables and equations. In addition, the 
above conditions should be stored to provide data support for other simulations. 
(5) Control Strategy Management 

Control Algorithm Design. It is necessary to design control algorithm for actual as-
sembly units after simulation. The issue of multi-axis coordinated control is involved 
in the components docking. The improved algorithm will be proposed by comparing 
the strengths of heredity, ambiguity, neural network, self-adaptive control, genera-
lized predictive compensation algorithm, feedback predictive compensation algo-
rithm, sliding mode control algorithm, thus achieving synchronous control between 
the main and the auxiliary axes. 

Real-time and Robust Analysis for Algorithm. Influenced by network stability, the 
reception of measured data will be delayed, in addition, computing and simulation 
also requires a certain time. After the delayed and computing time, the conditions of 
actual assembly have already changed. Considering situation of delay and signal in-
terference, it is necessary to build delay model, introduce feedforward compensation, 
and improve algorithms to ensure the control of real-timeness and robustness.  

Control Instruction Transformation. According to the designed control algorithm, 
control instructions can be automatically transformed into the code needed by the 
terminal, hence driving the operation of NC devices. 
(6) Interface Management 

To build simulation platform based on ACIS which can provide CATIA, 
MATLAB interfaces. Thereby, users just properly call the interfaces when program-
ming. 

Hardware Interface Design has two situations: one is to link the programmable mo-
tion control cards, and corresponding hardware codes are needed; the other is to use 
the open interfaces of commercial NC devices, and relative corresponding software 
codes are also needed. 

3.4 Key Issues to Resolve 

(1) Integration of Simulation, Computing, and Control 
Most existing researches are done under the separation between simulation and con-
trol, i.e. offline preassembly simulation. Namely, assembly scheme will be received at 
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first after modeling, computing, and simulating the assembly objects under virtual 
environment, and then the assembly scheme will be artificially removed to actual 
assembly environment. Though this kind of assembly simulation can analyze and 
verify the realizability of aircraft parts’ assembly motions, the consistency of simu-
lated effects and physical assembly can’t be ensured since the differences between 
simulation model and practical system, thus constrained the application of research 
findings. Some other researches are real-time monitoring semi-physical simulation 
system, only providing some indexes to assist in determining assembly quality with-
out timely visual assembly process; furthermore, such problems as the internetwork-
ing, interconnecting and interoperation between actual assembly objects and simula-
tion system have not been well solved. Combining idea of CPS, this paper builds 
ACPS based on simulation. ACPS plans assembly scheme in simulation system, rece-
ives measured data in real-time on system state judgment to revise simulation process, 
as well as control performer to finish assembly, thus achieving the integration of si-
mulation, computing, and control. 
(2) Optimization of Motion Trajectory Planning 
During aircraft components docking, the design of motion trajectory directly influ-
ences the accuracy of docking, which has been a heated topic for scholars both at 
home and abroad. ACPS concerns offline/online simulation, hence, higher require-
ments are requested for motion trajectory planning algorithm. Therefore, this paper 
adopts simulation based optimal trajectory planning approach under assembly con-
straints. Namely, computing module of trajectory planning is put into simulation sys-
tem, and by comparing various motion trajectory equation, optimization solution will 
be obtained under the constraints of the shortest time constraint, the minimum driving 
force constraint, the least position transformation, as a result, the optimal motion tra-
jectory will be acquired to guarantee the pose accuracy. 
(3) Real-time Problems 
Based on effective information measured by sensors, assembly simulation control 
system carries out real-time visualized aircraft assembly procedures, tracks devices’ 
positions, design appropriate control algorithm, process and analyze the data trans-
ferred from computing layer, thus achieving accurate control of aircraft assembly 
physical system. During this process, it is important to ensure the issue of real-time. 
Such procedures as network transmission, calculation of assembly simulation plan-
ning, option of control decisions, and artificial intervention are time-consuming. 
Therefore, the system state may be changed at the time of sending control instruc-
tions, which will cause operation failure. Consequently, how to guarantee ACPS real-
time is the key issue to achieve effective control. 

3.5 Summary 

By taking aircraft components docking as an example, section 3 introduces ACPS’s 
software and hardware requirements, system composition and functional modules of 
assembly simulation control system, and it also explains the mission of each function-
al modules and the key issues to resolve. On this basis, prototype system will be built 
next, with focusing on motion trajectory planning, virtual assembly simulation, and 
real-time control under the unstable network. Building prototype system can be rea-
lized by programming in software ACIS and MATLAB. 
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4 Conclusion 

Based on the ideology of cyber physical systems and combining the development 
requirements of aircraft flexible assembly, this paper puts forward ACPS (Assembly-
oriented Cyber Physical Systems) including the following aspects—sensing, commu-
nication, computing, simulation control, and application. This paper also explains the 
above aspects’ corresponding functions. Then, according to the aircraft assembly 
process, this paper proposes the idea of building prototype system, carries on the ap-
plication analysis from software/hardware environment, overall system composition, 
functional module division and key issues, and offers expected applications of aircraft 
assembly, thus providing theoretical support for the aircraft flexible assembly and the 
development of smart assembly systems. Next, based on the software function struc-
ture in part three, we will begin to design and realize the functions referred in part 
three, with the focus on designing and realizing algorithm of motion trajectory opti-
mization and real-time control during aircraft docking, and the above two algorithms 
will be checked in physical and simulating environment.  
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Abstract. Research on factors affecting carrier landing performance of small UAV 
has vital significance to ensure the safe landing of UAV. The influences of external 
environmental disturbance and UAV lateral attributes change are studied. First, 
Small UAV lateral carrier landing system is constructed. Comprehensive computer 
models, which include ship dynamics, airwake, navigational error, and airplane 
dynamics and kinematics, dynamic airplane control structure based on improved 
LQR with frontal compensator, are then designed to simulate unmanned carrier 
landings. Second, aircraft lateral attributes are varied and landing performance 
statistics are recorded for each configuration. Finally, the aircraft preliminary 
design limits are generated. Simulation results show that severe sea condition has 
the greatest impact on landing dispersion, and in lateral aerodynamic attributes, 
side force coefficient with sideslip angle which is generally negative is the most 
important factor. Increasing its absolute value with physical constraints will 
significantly improve landing performance.  

Keywords: carrier UAV, flight control, landing performance, disturbance 
sources, lateral aerodynamic attributes. 

1 Introduction 

Unmanned systems are becoming increasingly important to our military, recent 
naval wars show that unmanned air vehicle (UAV) has a vital role in the future of the 
navy [1]. Due to carrier-based UAV is just getting started [2], less of the research 
results publicly report in the UAV carrier landing.  

The Automatic carrier landing system has been in used for years [3], but it is 
neither flight critical nor attempts at severe sea-state because the pilot provide for 
reversion to manual control [4,5]. Going to a UAV raises the automated system to the 
status of flight critical and permits greater design freedom, no longer constrained by 
the limitation of the human operator. This research is intended to begin to know the 
design constraints imposed by fully autonomous carrier landing.  

Miniaturization is the development trend of the carrier-based UAV [6], however, 
because of its small size, light weight, when landing, the small UAV is more 
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vulnerable to the impact of its aerodynamic attributes and outside disturbances. We 
must take account of these unfavorable aspects when we make research. Studies on 
carrier landing performance affecting factors are mainly concentrated on large or 
medium-sized UAV. Ref [7] uses dynamic inversion technology to analysis landing 
performance of an unmanned combat aerial vehicle. Ref [8] lists a variety of carrier 
aircraft landing specification. Ref [9] gives a medium-sized UAV design specification, 
especially focus on longitudinal performance. All of above references do not put 
much attention on the lateral system. 

Aircraft Lateral dynamics is a more complex problem because of the coupling of 
the airplane's lateral and directional axes, plus the coupling of the ship's lateral and 
directional axes[9]. In this paper, we take an active small carrier UAV as model, 
develop its lateral dynamics and kinematics model, complete lateral flight control 
design, and analysis lateral landing performance include environment disturbance 
sources and attributes change. Landing performance statistics are recorded for each 
configuration. The influence of each attribute is extracted from the landing statistics. 
Finally, the aircraft preliminary design limits are generated. The controller design and 
simulation are conducted in the MATLAB/Simulink environment. 

2 Small UAV Lateral Automatic Carrier Landing System 

Main lateral landing performance of carrier aircraft includes mean and standard 
deviation of lateral position error, lateral deviation range, lateral boarding rate, etc, as 
shown in Table 1[10-11]. 

Table 1. Lateral touchdown dispersion index 

Performance index Target Performance Allowable performance 

Lateral Mean 0.61m 1.22 m 

Lateral Std Deviation 0.91m 1.52 m 

Lateral Deviation range -1.52~1.52m -3.05~3.05m 

Boarding rate 75% 65% 

For assessment of small UAV carrier landing performance under different conditions, 
the UAV lateral landing simulation system is constructed, as indicated in Figure 1.  

eδΔ

TδΔ

 

Fig. 1. Structural allocation of small carrier UAV lateral landing system 
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Flight control system uses LQR controller with frontal compensator. The ship 
motion model and navigation error model are provided by the Naval Air Systems 
Command [10,11]. Airwake model references MIL-F-8785C military specification 
given specific atmospheric turbulence mathematical model for landing [12]. A ten-
millisecond time step (0.01 sec) is selected to match models. 

3 Lateral Control System 

3.1 Small Carrier-Based UAV Modelling 

This paper refers to small carrier-based unmanned aerial vehicle aerodynamic 
parameters [5]. First, establish the full nonlinear dynamics and kinematics model of 
UAV, then complete trim and linearization when given steady straight-line flight 
status as a reference point. finally get the linearized small perturbation equations. 
UAV state vectors are as follows:  

[ ]g gx V p q r x y hα β θ φ ψ=                         (1) 

Where V is flight speed, α is angle of attack, β is sideslip angle. , ,p q r  are 

airplane angular velocity components about body-fixed axes. , ,θ ψ φ are airplane 

pitch angle, bank angle, and heading angle. , ,g gx y h are the components of airplane 

centre of mass along earth-fixed axes.  
According to the force equations in airflow axes, moment and kinematic equations in 
the body-fixed axes, we can establish the 12-order nonlinear coupled differential 
equations. 
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  (2)   

Subsequently, calculate trimmed variables when given benchmark height 0 100 mh = , 

benchmark velocity 0 30m / sV = , and selected performance index: 

2 2 2J V qα= + +                              (3) 
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The variables needed to trim are the angle of attackα , elevator deflection eδ , throttle 

deflection Tδ . Give the initial values of variables, use optimization algorithm, let 

J infinite close to zero, and obtain the corresponding optimal trimmed variables, as 
shown in figure 2, 

0 2.4219α = 
，

0
0.573eδ = 

，

0
1.869T Nδ = . 

In accordance with the principle of small perturbations, Lateral aircraft dynamics 
can be characterized by a system of four linear differential equations, in a state-space 
formulation as follows. 
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Additionally, the kinematic equations are available: 
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The eigenvalues can be determined by finding eigenvalues of the matrix A: 

                        0sI A− =                                    (6) 

The solution of the characteristic equation yields the eigenvalues: 

1 2,3 427.6250; 0.7577 5.1402 ; 0.0452s s i s= − = − ± =                  (7) 

Correspond to the aircraft's roll mode, Dutch roll mode and spiral mode .The damping 
ratio and undamped natural frequency for Dutch roll mode are as follows: 

0.1468, 5.196Dr Drζ ω= =                         (8) 

Figure 3 shows a cross-lateral open-loop aircraft response when input the initial roll 
angle.  
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From the response curve, we can see that sideslip angle and roll angle rate 
gradually stabilize, aond the roll angle and yaw angle rate gradually increases, the 
aircraft cannot be restored to original flying condition 

3.2 Improved LQR Flight Controller Design 

Consider small UAV’s vulnerability and poor flight stability, the LQR controller with 
strong robustness is used to design lateral flight control system. In order to minimize 
the observed tracking error without excessive control activity, we add frontal 
compensator to offset the closed-loop poles. 

In this case the outputs of interest are lateral velocity perturbation and lateral 
deviation. The two values we selected to track are vΔ  and yΔ . The controller is 

required to simultaneously maintain the desired lateral velocity and line-up as 
precisely as possible. To accomplish this, integral tracking on vΔ  and yΔ  is 

introduced to achieve zero steady-state error in response to a pure ramp input (yielded 
by the angle between the flight deck axis and ship axis, when ship motion). As a 
result, the establishment of the UAV augmented state equation as follow: 

cX X u= +
c cA B

                           
(9) 
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The functional form of the performance index can be provided as a quadratic index: 

0
( )T T

cJ y y u u dt
∞

= + Q R                          (10) 

The matrix Q weights the output states, and R weights the control inputs. The 
output y is composed of the elements given in equation (11) below.  
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The effect is to place two zeros in the open-loop transfer function, which attract the 
closed-loop poles. Zero locations are determined by trial, attempting to minimize the 
observed tracking error without excessive control activity. 
Introduce optimal control law, provided as follow: 

e
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Where K is constant state feedback gain matrix determined by solving the steady-
state matrix Riccati equation: 

, −T -1 -1PA + A P - PBR BP + Q = 0 K = R BP                    (13) 

In order to better control, it is needed to adjust the weighting matrix Q and R . And 

the choice of Q and R are compromised between adjustment speed and control 

capability of state, the larger Q can get a faster adjustment speed, and the lager R can 
make the necessary control capability reduced. For our problem, the weight values of 
Q  and R  are determined using the method suggested by Nelson[13]. Finally, have: 

 

0.247 0.009 0.721 1.03 14.03 0.507 0.352 0.085

0.53 0.0312 0.245 1.12 8.234 0.29 0.183 0.177

− − − − − − − 
=  − 

K
     

(14) 

However, Note that the implementation system and the system for gain calculations 
are not the same. The difference is the gains are calculated for y and /y s  making it 

a regulator problem, but the implementation used errory and /errory s transforming it 

to a tracking problem. Provided as control law: 
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Where 
cmdyΔ is line-up command added deck motion.  

Figure 4 shows the response diagram of the flight control system while input unit 
step lateral deviation signal.Figure5 shows the response while input unit ramp signal 
superimposed amplitude 1m, frequency 0.5 rad / s sinusoidal signal. 

It can be seen from the figure, the flight control system designed can quickly and 
accurately track command. Tracking unit step signal, steady-state error is zero, and 
control surfaces restore fast, tracking slope superimposed sinusoidal signal, steady 
state error does not exceed 0.5m. So the improved LQR controller designed can be a 
general method for small UAV flight control law design. 
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Fig. 3. Flight control system response to unit step command 
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Fig. 4. Flight control system response to given command 

4 Performance Analysis with Disturbance Sources 

4.1 Ship Dynamic  

The dynamics and dimensions of CVN 65, the U.S.S. Enterprise, are employed 
throughout the research. The distances from the ship’s center of motion to the landing 
area in feet are 68m aft, 19.5m up, and 3m left. Carrier geometry is shown as figure 6. 
The ship dynamics model provided generate six degree-of-freedom time histories of 
ship motion for a sea-state chosen by the user. Note that all ship displacements are 
referenced to the ship center of motion. Since the desired touchdown point(DTP) is 
displaced a lateral distance from the center of motion, the DTP's translational 
displacement is dependent upon both the translational and angular displacements of 
the ship. These angles had to be converted to distances Y to be useful to the landing 
task. Equations (16) given below are the exact lateral relationships. 

19.5sin( ) 3cos( ) cos( ) 3 68sin( )DTP s s s s sY yφ θ ψ ψ= + ⋅ − + +           (16) 

Where, , ,s s sθ φ ψ are pitch, roll and yaw angle of ship, sy is lateral translational 

displacements. For the purposes of this research, sea-state 3, 4, and 5 are modeled. 
Table 2 provides the relevant RMS amplitudes. 

11ϕ = 

 

Fig. 5. CVN 65 Carrier Geometry 
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Table 2. RMS Amplitudes for Modeled Sea-states 

Sea-state sθ  sφ  sψ  sx  sy  sh  

3 0.763 0.21 0.12 0.838 0.53 2.11 

4 1.22 0.33 0.30 1.4 0.84 3.81 

5 1.83 0.49 0.29 2.1 1.26 5.06 

The total influence of ship motion for all three modeled sea-states is presented in 
Figure 7. The landing area lateral displacement is graphed in meter versus time. 

4.2 Airwake  

Due to the special atmospheric conditions when carrier landing, the MIL-F-8785C 
military specification gives specific airwake model. The lateral component is 
composed of two parts: the free atmosphere turbulence component and wake random 
component. The detailed calculation process can see reference [14] .Take sea state 3 
as an example, Set UAV speed

0 30 /V m s= , wind of deck / 15m/sw dV = , initial 

distance 0 1800D m= , glide slop angle 0 3.5°γ = , and Get total lateral airwake as 

shown in figure 8. 

4.3 Navigation Error  

The Joint Precision Automated Landing System (JPALS) serves as the guidance 
system on first generation shipboard UAV. JPALS operates using differential-GPS 
data, blended with inertial navigation on both the airplane and the carrier. The 
proximity of the ship and airplane during approach and landing cause both GPS 
receivers to experience the same atmospheric disturbance, resulting in very tight error 
bounds. NAVAIR provides one and a half hours of JPALS flight test data sampled at 
50 Hz. with both the measured and the true position. Figure 9 shows navigation error. 
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Fig. 6. Lateral displacement of DTP due to ship motion 



536 F. Zheng et al. 

0 50 100 150 200
-2

-1

0

1

2

t(s)

la
te

ra
l w

in
d 

di
st

ur
ba

nc
e(

m
/s

)

0 50 100 150 200
-1

-0.5

0

0.5

1

t(s)

N
av

ag
at

io
n 

er
ro

r 
/m

 

Fig. 7. Lateral airwake simulation Fig. 8. navigation error simulation 

4.4 Performance Analysis  

It is important to understand the effects of disturbance sources on landing performance. 
To do this, one thousand simulations are run with each source of noise individually. All 
other simulations are run with all three sources of error turned on. Table 3 shows these 
simulation results. Where, ‘Nav’ denotes navigation error added. Note that these 
boarding rates account only for landing position, do not account for the possibility of 
extreme touchdown attitudes at which arrestment would be unsuccessful. In addition, 
there are many unpredictable factors in the actual UAV landing not taken into account in 
the simulation. Thus, simulations narrow landing deviation of the allowable range, if 
deviation exceeds 2± m, the landing will be assumed unsuccessful. 

Table 3. Combination Effects of Disturbance Sources 

Case Condition Lateral 
Mean(m) 

Lateral 
Std.Dev(m) 

Lateral 

Deviation(m) 

Boarding 
rate(%) 

1 Nav -0.0246 0.1350 -0.3381~0.4262 100 

2 Airwake(15*) -0.0672 0.3261 -0.8554~0.9661 100 
3 Airwake(15), nav -0.0731 0.3864 -0.9321~1.0342 100 
4 Airwake(20), nav -0.0921 0.3709 -1.0432~0.9774 100 
5 Seastate3 0.1832 0.4207 -1.2610~1.3827 100 
6 Seastate3, Airwake(15), nav 0.2005 0.4516 -1.4832~1.6528 100 
7 Seastate3, Airwake(20), nav -0.2752 0.4842 -1.3400~1.8978 100 
8 Seastate4 0.4185 0.5905 -1.8232~2.678618 93 

9 Seastate4, Airwake(15), nav 0.4231 0.6010 -2.0927~2.9137 92 

10 Seastate4, Airwake(20), nav 0.4312 0.5872 -2.1346~2.8033 92 

11 Seastate5 0.4890 0.7321 -4.8764~4.3919 86 

12 Seastate5, Airwake(15), nav 0.5021 0.7138 -5.0739~5.2138 84 

13 Seastate5, Airwake(20), nav 0.4976 0.7872 -5.0655~5.8321 85 

*the value of  WOD(wind of deck), for example: Airwake(15) denotes the value of airwake when WOD=15m/s. 
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Each interference would impact on landing performance. Navigation error has 
negligible influence, on the case of navigation error only, landing mean deviation and 
standard deviation are very small. However, ship motion and airwake have a great 
influence on landing performance. 

From the data, we can see that ship motion is the dominant source of landing error. 
The landing performance of sea-state 4 only is worse than Sea-state 3 added air wake 
and navigation error. Sea-state 5 is the most demanding case because of the 
magnitude of the required flight path changes. The deck moves as much as 1.5 meter 
laterally in ten seconds, challenging the system’s ability to track a command.  

Additionally, simulations show that on all conditions the lateral mean and standard 
deviation can meet the requirements. On sea-state 3, landing deviation range can also 
meet requirement. Sea-state 4 and 5 landing deviation ranges exceed the target, and 
have lower success rate. 

5 Performance Analysis with Lateral Attributes Change 

Study the impact of the stability derivatives Cyβ 、 Clβ 、 Cnβ  on small UAV’s 

landing performance. Note that no attempt is made to optimize LQR controller 
performance by tuning Q and R. The purpose is to ensure that the effects of airframe 
attributes are not masked by variances in controllers. 

5.1 Influence of Side Force Coefficient with Sideslip Angle and Rolling 
Moment Coefficient with Sideslip Angle  

The combined influence of side force coefficient with sideslip angle Cyβ  and rolling 

moment coefficient with sideslip angle Clβ is evaluated by a combined total of three 

hundred thousand simulation runs. The Cyβ  is varied from -0. 4 rad-1 to -0.04 rad-1 in 

increments of 0.04 rad-1. The Clβ  is varied from -0.1 to -0.01 in increments of 0.01. 

At each combination, one thousand simulated landings are performed for each sea-
state, and at each simulation, airwake and navigation error are added. 

Finally, simulation indicates that the boarding rates of sea-state 3 for all modelled 
configurations are more than 65% . This means that if landing position is the only 
criterion, the autonomous system would have an acceptable boarding rate for all 
conditions up to and including sea-state3. 

The boarding rate for sea-states 4 and 5 are plotted below in Figures10, each has 
Cyβ  increasing up the y-axis and Clβ  increasing along the x-axis. 
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Fig. 9. Sea-state 4 and sea-state 5 boarding rate contour 

Figure 10 illustrates the boarding rate ranges depend on the aircraft aerodynamic 
parameters. In general, Cyβ is negative, and higher Cyβ provides higher boarding 

rates, A Cyβ of 0.15 rad-1 or greater is required for target performance. While Clβ  

has little effect. 
Boarding rates are strongly related to the landing dispersion. Figure 11 depicts the 

landing dispersions for the sea-state4 and sea-state 5. Recall the target performance 
presented in Table 1 is a standard deviation of 0.9m or less. Figure11 demonstrates 
the minimum acceptable Cyβ  

is consistent with the above requirement imposed by 

boarding rate. 
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Fig. 10. sea-state4 and sea-state 5 landing position error standard deviation contour 
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5.2 Influence of Side Force Coefficient with Sideslip Angle and Yawing 
Moment Coefficient with Sideslip Angle 

The effect of yawing moment coefficient with sideslip angle coefficient Cnβ on 

landing performance is evaluated from 0.01rad-1 to 0.1rad-1 in increments of 0.01 rad-

1. The Cyβ  is varied in exactly the same manner as for the previous section, but Clβ  

is held constant ( 0.0598Clβ = − rad-1). Again, one thousand simulations are conducted 

for each aircraft configuration. 
Figure 12 depicts the resultant landing dispersions of sea-state5. As in the previous 

section, boarding rates are above 75% for all configurations at sea-state3. Landing 
performance is again highly dependent on Cyβ , which improves for increasing Cyβ . 

Varying Cnβ has minimal effects on landing performance. But, form the figure, we 

can find that the landing performance has an worse trend with increasing Cnβ . 
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Fig. 11. Sea-state 5 boarding rate and landing position error standard deviation contour 

6 Conclusions 

Factors affecting lateral carrier landing performance of small UAV are studied. The 
results indicate that: Ship motion is the dominant cause of landing errors. Landing 
dispersion and boarding rates are highly dependent on sea-state. Rolling moment and 
yawing moment coefficient with sideslip angle coefficient have negligible influence 
on landing precision. Side force coefficient with sideslip angle is the dominant aircraft 
attribute for all landing performance criteria and each improves with increasing side 
force coefficient with sideslip angle. The minimum absolute value of side force 
coefficient with sideslip for suitable lateral landing performance is 0.15 per radian. 
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Abstract. Field mill instruments are widely employed for the measurement of 
atmospheric electric fields, dc voltages, and electric fields around electric 
transmission line. The key point of an electric field sensor is calibration. There is 
some shortcoming in traditional manual calibration. A set of automatic 
calibration system is simulated and designed herein based on the virtual 
instrument technology and applied to improve the calibration efficiency and 
accuracy of the field mill. 

Keywords: Field Mill, Virtual Instrument, Automatic Calibration, HVDC. 

1 Introduction 

Field mill is widely used in many fields to measure atmospheric electric field [1-6], 
high voltage [7], electric field around electric transmission line [8, 9], etc. The 
construction of HVDC transmission line as the important national strategic policy 
realizes its rapid development. Audible noise, radio interference, total electric field and 
other physical parameters are applied to evaluate the level of electromagnetism and the 
field mill is used to measure the total electric field at ground level for the overhead 
electric transmission lines. 

BATEMAN and Fort Ada briefly introduced the calibration principle and process of 
the field mill[3], [5].There was neither detail introduction of various components of the 
calibration platform nor the specially designed software to make further analysis of the 
features of the sensor. Peter Tant and Hang Bo made a quite detail introduction of 
calibration method applied to the total electric field measurement at ground level for 
HVDC transmission lines. They focused on the analysis of electric field characteristics 
of the calibration device itself rather than the automatic calibration of the sensor[8],[9]. 
Manual calibration was still applied to calibrate the sensor with one or several sensor 
objects all the time in the mentioned references. The output voltage of the power supply 
shall be manually adjusted for the manual calibration system and the output of the 
sensor under this voltage will be recorded by hand. In addition, theoretical value of 
electric field strength might be calculated on the basis of the magnitude of supply 
voltage and the relationship between electric field strength and output voltage of the 
sensor might be analyzed, which provides the basis for the calculation of static 
characteristics of the sensor. It is a process in great need of labor that not only wastes 
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time and energy, but introduces artificial error. Specifically, there will be a known 
shortcoming on manual basis in case of the mass production of sensors (as shown  
in Figure 1). 

Therefore, a kind of automatic calibration device based on the virtual instrument 
technology is introduced in this study to analyze the static characteristics of the sensor 
including sensitivity, hysteresis and repetition without manual intervention. 

 

Fig. 1. The mass production of field mills 

Here is the structure of this paper: the composition of auto-calibration system of the 
electric field sensor is first introduced; secondly, calibration device is analyzed on the basis 
of finite element analysis and design of calibration software which is the key component is 
discussed in detail; finally, the relevant analysis of experimental results is made. 

2 Theory and Method 

With the principle of a conductor generating inductive charge in external electric field, 
electric field is measured by field mill [6-7]. Based on the Gauss theorem, the electric flux 
of electrostatic field passing any closed surface equals to the algebraic addition of free 
charges surrounded by the surface dividing by the vacuum dielectric constant in vacuum. 

 

Fig. 2. Mechanical structure of filed mill 
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The mechanical structure of the field mill is shown in Figure.2. The filed mill mainly 
consists of two parallel metal electrodes with surface openings (a rotating grounded 
electrode and a sensing electrode), a chopper, an opto-detector and a motor. The 
sensing electrode is fixed; moreover, the rotating electrode and the chopper coaxially 
rotate with the motor. The active area of the sensing electrod cyclically exposed to the 
incident electric field through the grounded rotor. Consequently, inductive charge with 
periodic changes generates alternating current signal: 

0

( ) ( )
( )

dQ t dS t
i t E

dt dt
ε= =                            (1) 

where ε
0

 is the vacuum dielectric constant, E is the incident electric field strength 

and
( )dS t

dt
 is the change rate of the area of the sensing electrode exposed to the measured 

electric field. Therefore, the measured electric field strength might be measured  
by detecting the magnitude of the induced current i (t). This kind of sensor is widely 
used to measure the total electric field at ground level for the HVDC overhead 
transmission lines, characterized by small volume, light weight, good linearity, and 
simple operation etc. 

In calibration, the field mill is placed at the uniform field generated by two parallel 
plates according to the standard of IEEE Std 1227TM-1990(R2010). Appropriate area 
of the plates and separation between parallel plates are required to generate uniform 
electric field and provide space to place the sensor in calibration. The calibration of the 
sensor is realized by connecting adjustable DC power supply to two parallel plates and 
changing the electric field strength between parallel plate electrodes by means of 
changing power supply output voltage. 

2.1 Overview of the Automatic Calibration System 

Automatic calibration system consists of industrial computer, programmable DC 
power supply, calibration device and data acquisition card. The calibration device is 
composed by upper and lower parallel round metal plates, and a special clamp is 
adopted to fix the sensor on the lower plate with a circular opening.The voltage of the 
DC power supply is controlled by industrial computer with GPIB bus, which can 
change the electric field generated by the calibration device.Once the changed electric 
field is induced by the sensor, it will output analog signal for the data acquisition card 
which thereafter makes the acquired analog signal associated with the electric field 
generated by the calibration device for the purpose of obtaining the static 
characteristics of the sensor. XDC300-20 of Xantrex company used as the 
programmable DC power supply could generate adjustable voltage ranged from 0 to 
300V and maximum output power of 6000W. A USB-powered Handyscope HS4 
oscilloscope with four input channels sampling at 50 MHz 16-bit is used as the 
analogue-to-digital converter needed to digitize the output signal of field mill for 
 



544   Y. Cui et al. 

 

Fig. 3. Diagram of automatic calibration system for field mill 

further processing on an industrial computer.The diagram of the automatic calibration 
system is illustrated in Figure.3. 

The design of the calibration device and the development of PC-based calibration 
software play a critical role in the design of the overall auto-calibration system. The 
design of the calibration device should meet certain conditions to generate uniform 
electric field. Moreover, the calibration software controls the whole process of the 
calibration and calculates the calibration results. 

2.2 The Finite Element Analysis for the Calibration Device 

As shown in Figure 4, the modeling of mechanical structure of the calibration device is 
modeled based on the correlation theory of the finite element. As shown in Figure 5, the 
electric field distribution between electrode plates of the calibration device might be 
solved by element subdivision and load on the basis of this geometric model. The 
structure parameters of the calibration device are designed according to the obtained 
electric field distribution. In the calculation and solution procedure, the voltage applied 
to two plates is changed to maintain the theoretical value of the electric field between 
plates in 20kV/m all the time. The diameter of field mill shell in current design is 8cm 
and the diameter of the sensing electrode is 6cm. In addition, the sensor shell gets in 
touch with the lower plate of the calibration device. 
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Fig. 4. Simplified geometrical model of field mill and calibration device.（The yellow area is the 
calibration device and the blue area is filed mill） 

  

                 (a)                                         (b) 

Fig. 5. (a)Mesh generation of the sensor and calibration  (b)Electric field vector diagram around 
the sensor and the calibration device 

In the design process of the calibration device, the plate diameter (L=16cm) is 
invariable because of the dimensional limit of the sensor and the consideration of the 
portability of the device. Under such circumstances, the influences of the distance 
between plates (H) on electric field between plates need to be analyzed so as to 
determine the distance between plates (H). The results in Figure 6 might be got with 
respective H value of 1 cm, 2 cm ,3 cm, 4 cm and 5 cm in the model built according to 
the Figure5. The Figure 6 showed that if the size of the plate (L=16cm) and theoretical 
electric field (20kV/m) are invariable, the real electric field between plates is gradually 
approximate to the theoretical electric field (20kV/m) with the increasing distance 
between plates (H); meanwhile, within the sensitivity area of the sensing 
electode(x<0.03m), electric field is not a constant value and the real electric field 
realizes the distortion with the increasing center distance of the calibration device.  
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The distortion of the real electric field between plates is shown in Figure 7. It is found 
that when H=5cm, the distortion of the electric field is least. With the overall analysis 
of Figure 6 and Figure 7, it is found that when H=5cm, the real electric field is more 
approximate to electric field of theoretical calculation; simultaneously, the distortion 
rate of the electric field is lower. 
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Fig. 6. Transverse electric field distribution diagram at the top of sensing plate with different 
separation distance between the upper plate and lower plate of the calibration device 
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Fig. 7. The relationship between distribution over the sensing electrode and the seperation of two 
plates 
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If the distance between the upper plate and lower plate is invariable (H=5cm), the 
electric field distribution over the sensing electrode of field mill is shown in Figure 8 
when the diameter of the plate is 16cm and 32cm respectively, which indicates that the 
increase of L has a weak influence on the reduction of the electric field distortion 
between two plates. It seems to be contradictory to the general consideration that the 
smaller the ratio of H/L, the less electric field distortion between plates, because 
electric field distortion rate is quite small if H/L is less than 0.5 or less and it might be 
considered that H/L in this range might not affect the electric field. In the foresaid 
simulation, H/L is ranged from 0.03125 to 0.15625 (5/16~5/32) which is far less than 
0.5. Therefore, the influence of the change of H/L resulted from the change of L can be 
basically ignored, which explains why two curves are basically coincided after the 
change of H/L. 
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Fig. 8. Transverse electric field distribution diagram over sensing electrode with different 
diameter of calibration device plate when H=5cm 

To sum up, when the diameter of the plate is 16cm and the distance between plates is 
5cm, the real electric field is most approximate to theoretical electric field and the 
electric field distortion in sensing area of the sensing electrode of the field mill is least. 
Simultaneously, if it is guaranteed that the H/L is less than 0.5, the diameter of the plate 
(L) has extremely less intrusive on uniform electric field. 

2.3 Design of Calibration Software  

The calibration software is developed with the platform provided by the virtual 
instrument software, Labwindows/CVITM. Virtual instrument is the direction of the 
research and development of the measurement. LabWindows/CVITM based on C 
language used as software development platform enormously reduces the difficulty 
compared with the common object-oriented software programming and improves the 
software development efficiency and expansibility. Relevant operation with the 
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build-in GPIB is performed to control the programmable power supply; besides, with 
the build-in DLL, the control over data acquisition card might be realized; moreover, 
the signal processing of the acquired sensor datas might be performed by the advanced 
analysis tools provided by CVI. Measurement and analysis results are stored in 
ACCESS database or realize report output in the form of Excel. Hardware and labor are 
replaced by software with the powerful functions of the virtual instrument platform. 
The overall framework of the software for the total system is shown in Figure 9 (a) and 
the main interface of the software after login is shown in Figure9 (b). 

 

 

Fig. 9. (a) The block diagram of the automatic calibration software. (b) The main panel of 
software. 

3 Experimental Results 

The established automatic calibration system is applied to the sensors with the serial 
number of 20130010, 20120159, 20120035 and 20120036 and the experimental results 
are shown in Figure10. It is found that all of these four sensors have better linearity. 

As shown in Table 1, the analysis functions of the software is used to obtain the 
sensitivity, non-linear error and R² of these four sensors. In Table 1, it is observed that 
the maximum non-linear error of these four sensors is at most 0.18% and R² is 1 without 
exception, which indicates terrific linear characteristics of these sensors and 
simultaneously shows the validity of the design of the calibration system. 
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Fig. 10. The calibration results of four filed mills 

Table 1. The sensitivity, non-linear error and R² of these four sensors 

Serial number Sensitivity Sensitivity error（R²） Nonlinear error（%） 
20130010 49.6750 1.000 0.15 
20120159 54.4976 1.000 0.12 
20120035 46.4296 1.000 0.13 
20120036 46.0124 1.000 0.18 

4 Conclusion 

Automatic calibration system applied to the total electric field sensor at ground level 
for the HVDC overhead transmission lines is designed in this research; moreover, finite 
element analysis and designs of the calibration device in the system are made. Then the 
calibration software based on the virtual instrument is developed to calibrate the sensor 
made by laboratory. The experimental results show that this system can provide 
calibration service for the sensor in a better way. With this system, the calibration 
accuracy and efficiency of the field mill can be improved compared with the manual 
calibration. 
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Abstract. To investigate applicability of the eXtended Element-Free
Galerkin method (X-EFG) to realistic problems, the X-EFG has been
applied to an electrostatic problem in a dielectric composite material.
Numerical experiments show that the electrostatic potential obtained by
the X-EFG is naturally distributed in the dielectric composite material,
and the accuracy of the numerical solution obtained by the X-EFG is
almost the same as that of the Standard EFG (S-EFG). In addition,
the condition numbers of the coefficient matrices of the linear systems
generated by the X-EFG are considerably less than those of the S-EFG.

Keywords: Meshless methods, Collocation, Lagrange multiplier, Elec-
tromagnetic analysis, Partial differential equations, Condition number.

1 Introduction

Meshless methods as typified by the Element-Free Galerkin method (EFG) [2],
the Meshless Local Petrov-Galerkin method (MLPG) [1], and the meshfree Ra-
dial Point Interpolation Method (RPIM) [13] have widely been applied to numer-
ical simulations in a lot of fields, including electromagnetics, and have produced
many attractive results [3,10,7,6,12,11]. In the meshless methods, elements of a
geometrical structure are no longer required [9].

In meshless methods, boundary conditions of course have to be imposed by
using some kinds of methods. In particular, the EFG employs the Lagrange mul-
tiplier [2] to impose the essential boundary condition. In the Lagrange multiplier,
evaluations of some numerical integrations are usually required.

On the other hand, the EFG has recently been reformulated, and the resulting
EFG is called the eXtended EFG (X-EFG) [8]. In the X-EFG, a new imposing
method of the essential boundary condition is proposed. By using this method,
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G. Tan et al. (Eds.): AsiaSim 2013, CCIS 402, pp. 551–560, 2013.
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Fig. 1. Schematic view of a dielectric composite material

the essential boundary condition can be imposed without any numerical integra-
tions. Hence, it is expected that, in comparison with the EFG, the X-EFG can
be applied to various problems more easily.

The purpose of this study is to investigate applicability of the X-EFG to real-
istic problems. To this end, the X-EFG is applied to an electrostatic problem in
a dielectric composite material, and the performance of the X-EFG is compared
with that of the standard EFG.

2 Electrostatic Problem in Dielectric Composite Material

2.1 Governing Equations

A non-dimensional form of an electrostatic problem in a dielectric composite
material can be described by

−∇ · (εk∇φk) = ρk in Ωk (k = 1, 2), (1)

φk = φ̄k on Γ k
D (k = 1, 2), (2)

εk
∂φk

∂nk
= q̄k on Γ k

N (k = 1, 2), (3)

where the dielectric composite material is constructed by Ω1 and Ω2, and Γ k
D, Γ

k
N

and Γ are parts of ∂Ωk such that Γ k
D ∪ Γ k

N ∪ Γ = ∂Ωk and Γ k
D ∩ Γ k

N ∩ Γ = ∅.
Here, Γ is the interface between Ω1 and Ω2. A schematic view of the dielectric
composite material is shown in Fig. 1. In addition, εk, φk and ρk are the electric
permittivity, the electrostatic potential and the charge density on Ωk, respec-
tively. Furthermore, nk indicates an outward unit normal on ∂Ωk, and φ̄k and
q̄k denote prescribed boundary values on Γ k

D and Γ k
N, respectively. Note that

interface conditions are assumed as

φ1 = φ2, ρ1 = ρ2 on Γ. (4)
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and

ε1
∂φ1

∂n1
+ ε2

∂φ2

∂n2
= 0 on Γ. (5)

From (1), (3) and (5), the weak form is derived as

∀w s.t. w
∣∣
Γk
D=0

(k = 1, 2) :

2∑
k=1

εk

∫
Ωk

∇w · ∇φkd
2x =

2∑
k=1

(∫
Ωk

wρkd
2x+ εk

∫
Γk
N

wq̄kds

)
. (6)

Here, w(x) is a test function.

2.2 Discretization by Using the X-EFG

Equation (6) can separately be discretized for each domain. Hence, throughout
this subsection, we do not indicate the domain number k.

To discretize (6), the nodes, x1,x2, . . . ,xN are first placed both in Ω and
on ∂Ω, and shape functions ψ1(x), ψ2(x), . . . , ψN (x) are determined by using
the Moving Least-Squares (MLS) approximation [2,1,9]. Here, N is the number
of nodes in Ω ∪ ∂Ω. In the following, M denotes the number of nodes on ∂Ω.
In addition, the orthonormal system in R

N and that in R
M are denoted by

{e1, e2, . . . , eN} and {ē1, ē2, . . . , ēM}, respectively.
Let us first discretize the weak form (6) except the constraint. To this end, we

assume that φ and w can be expanded with ψi(x) (i = 1, 2, . . . , N) as follows:

φ(x) =
N∑
i=1

φ̂iψi(x), w(x) =
N∑
i=1

ŵiψi(x). (7)

By substituting (7) into (6), we obtain

(ŵ, Aφ̂− f) = 0, (8)

where ŵ = [ŵ1, ŵ2, . . . , ŵN ]T, and φ̂ = [φ̂1, φ̂2, . . . , φ̂N ]T. In addition, A and f
are defined as

A ≡
N∑
i=1

N∑
j=1

ε

∫
Ω

∇ψi · ∇ψj d2x eie
T
j , (9)

f ≡
N∑
i=1

(∫
Ω

ψiρ d2x+ ε

∫
ΓN

ψiq̄ ds

)
ei . (10)

Next, the constraint w|ΓD=0 in (6) is discretized. To this end, the constraint
is rewritten as the equivalent proposition:

∀β(s) :
∫
∂Ω

β(s)w(x(s)) ds = 0, (11)
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and an arbitrary function β(s) is assumed to be contained in span(N1, N2, . . . ,
NM ), where N1(s), N2(s), . . . , NM (s) are linearly independent functions on ∂Ω.
Here, s is a parameter for representing ∂Ω. By using N1(s), N2(s), . . . , NM (s),
(11) can be discretized as

(ŵ, cm) = 0 (m = 1, 2, . . . ,M), (12)

where cm (m = 1, 2, . . . ,M) are defined as

cm ≡
N∑
i=1

∫
∂Ω

Nm(s)ψi(x(s)) ds ei. (13)

Note that (12) indicate ŵ ∈ V⊥, where

V = span(c1, c2, . . . , cM ). (14)

Hence, the weak form (6) can be discretized as

∀ŵ ∈ V⊥ : (ŵ, Aφ̂− f) = 0. (15)

Since (V⊥)⊥ = V , (15) can be written as

Aφ̂− f ∈ V . (16)

Therefore, there exists α̂ ∈ R
M such that

Aφ̂+ Cα̂ = f , (17)

where C ≡ [c1, c2, . . . , cM ] and α̂ ≡ [α̂1, α̂2, . . . , α̂M ]T.
Finally, the boundary condition (2) is discretized. By the similar procedures

for discretizing the constraint w|ΓD=0, (2) can be discretized as

CTφ̂ = g, (18)

where

g ≡
M∑
j=1

∫
ΓD

Nj(s)φ̄(s) ds ēj . (19)

Equations (17) and (18) can be written in the form,[
A C
CT O

] [
φ̂
α̂

]
=

[
f
g

]
. (20)

Equation (20) is a discretized form of the electrostatic problem described in
Sect. 2.1. Note that (20) is generated for each domain. Hence, two different
linear systems have to be solved in this problem.

In the X-EFG, the linearly independent functions N1(s), N2(s), . . . , NM (s)
are required in (13) and (19). Since an arbitrary function β(s) is assumed to
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be contained in span(N1, N2, . . . , NM ), N1(s), N2(s), . . . , NM (s) can be chosen
arbitrarily. Here, to impose the essential boundary condition easily, δ-functions
defined on ∂Ω are employed as Ni(i = 1, 2, . . . ,M). The explicit form of Ni(i =
1, 2, . . . ,M) is given as

Ni(s) = δ(s− si) (i = 1, 2, . . . ,M). (21)

Note that, on ∂Ω, the ith boundary node xi is represented by si, i.e., xi = x(si).
By using the δ-functions, C and g can be rewritten as

C =

N∑
i=1

M∑
j=1

ψi(x(sj)) eiē
T
j , g =

M∑
j=1

φ̄(sj) ēj . (22)

It must be noted here that, by using the δ-functions as Ni(i = 1, 2, . . . ,M), C
and g can easily be evaluated without any integrations.

3 Numerical Experiments

Throughout this section, the domain number k is always set as k = 1, 2. In
this section, numerical experiments are conducted to evaluate the X-EFG for
an electrostatic problem in a dielectric composite material. To this end, the
performance of the X-EFG for this problem is compared with that of the Stan-
dard EFG (S-EFG), that denotes the EFG with the Lagrange multiplier, in a
dielectric composite material whose boundary shape is represented as f(x) =
x2/9 + y2/4 − 1 = 0, and Ω1 and Ω2 are defined as max(f(x), x) < 0 and
max(f(x),−x) < 0, respectively (see Fig. 2). In addition, Γ 1

D and Γ 2
D are defined

as f(x) = 0 with x ≤ −2 and that with x ≥ 2, respectively. Furthermore, Γ
is defined as f(x) < 0 with x = 0, and Γ k

N = ∂Ωk − Γ k
D − Γ . Here, we set

ρ1 = ρ2 = sinx sin y, ε1 = 4.5 and ε2 = 9.4. As boundary conditions, we set
φ̄1 = 1 on Γ 1

D, φ̄2 = 3 on Γ 2
D, φ̄1 = φ̄2 = 5 on Γ , and q̄k = 0 on Γ k

N.
The boundary nodes xk

1 ,x
k
2 , . . . ,x

k
Mk

are uniformly placed on ∂Ωk, and the

nodes xk
Mk+1,x

k
Mk+2, . . . ,x

k
Nk

are also uniformly placed in Ωk, where Mk and
Nk are the numbers of nodes on ∂Ωk and in Ωk, respectively. In addition, the
exponential weight function [2],

w(r) ≡
⎧⎨
⎩

exp[−(r/c)2]− exp[−(R/c)2]

1− exp[−(R/c)2]
(r ≤ R),

0 (r > R),
(23)

is adopted for the MLS approximation. Here, R denotes a support radius, and c
is a user-specified parameter. We set R = 1.7h and c = h, where h is the average
of the minimum distance between two nodes.

In the MLS approximation, the shape functions ψk
i (x) (i = 1, 2, . . . , Nk) can

be determined by

ψk
i (x) = pT(x)B−1

k (x)bki (x), (24)
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Fig. 2. Distribution of the electrostatic potential obtained by the X-EFG for N1+N2 =
138816

where pT(x) = [1 x y]. In addition, the matrix Bk(x) and the vector bki (x) are
defined as

Bk(x) =
N∑
j=1

wk
j (x)p(x

k
j )p

T(xk
j ), (25)

bki (x) = wk
i (x)p(x

k
i ), (26)

where wk
i (x) = w(|x−xk

i |). For (9), the partial derivatives of ψk
i (x) with respect

to X(= x and y) can be determined as

ψk
i,X(x) = pT

X(x)B−1
k (x)bki (x) + pT(x)[B−1

k,X(x)bki (x) +B−1
k (x)bki,X(x)], (27)

where

B−1
k,X(x) = −B−1

k (x)Bk,X(x)B−1
k (x). (28)

For evaluating domain integrals contained in (9) and (10), a square cell struc-
ture being independent of the nodes is used [2,9], and the Gauss-Legendre
quadrature is employed. The number NQ of quadrature points depends on the
number m of nodes in a cell. Throughout this section, NQ is handled on the sim-
ilar criterion in [2], i.e., NQ = nQ×nQ, where nQ = �√m+0.5�+2. Note that, if
a cell contains a part of boundary of domain, we set nQ = 2(�√m+0.5�+2). In

addition, the number NC of cells is set as NC = mC ×mC, where mC = �√N�.
To evaluate line integrals contained in (10), the Gauss-Legendre quadrature is
also employed, and the number of quadrature points is set as 5.

To solve the linear system (20), a LU factorization is employed. In particular,
we adopt the sequential SuperLU [5]. In addition, the Column Approximate
Minimum Degree Ordering (COLAMD) [4] is employed as an ordering method.
This ordering method can easily be used by setting options.ColPerm = COLAMD

in the SuperLU.
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(a) (b)

Fig. 3. (a) Dependence of the relative error ε on the number of nodes. Here, N1 and
N2 are the numbers of nodes in Ω1 ∪ ∂Ω1 and Ω2 ∪ ∂Ω2, respectively. (b) Dependence
of the relative error εD on the number of nodes.

Computations were performed on a computer equipped with a 2.66GHz Intel
Core i7 920 processor, 24GB RAM, Ubuntu Linux ver. 12.10, and g++ ver. 4.7.2.
Note that we only used a single core of this processor in the following experi-
ments. Compiler options were set as “-O3 -Wall -m64.” In addition, for using
SuperLU, the OpenBLAS [14] ver. 0.1 alpha 2.2 was employed for acceleration.

First, the distribution of the electrostatic potential obtained by using the
X-EFG is shown in Fig. 2. We see from this figure that the electrostatic poten-
tial is naturally changed in the dielectric composite material. For investigating
the accuracy of the electrostatic potential, a numerical solution φ of X-EFG is
compared with that of the S-EFG. To this end, relative errors ε and εD are cal-
culated as a function of the number Ntotal of nodes and are shown in Fig. 3(a)
and Fig. 3(b), respectively, where Ntotal = N1 + N2. The relative errors ε and
εD are defined by

ε≡

√∫
Ω1∪Ω2

(φ− φFEM)
2
d2x

√∫
Ω1∪Ω2

φ2
FEMd2x

, and εD≡

√∫
Γ 1
D∪Γ 2

D∪Γ

(
φ− φ̄

)2
ds

√∫
Γ 1
D∪Γ 2

D∪Γ

φ̄2 ds

, (29)

where φFEM is a numerical solution of the electrostatic potential obtained by the
Finite Element Method (FEM). In addition, since (4) is assumed, we represent
the numerical solution φ as

φ(x) ≡
{
φ1(x) for x ∈ Ω1,
φ2(x) for x ∈ Ω2.

(30)

Note that, for calculating ε, we always use φFEM obtained with Ntotal = 311346.
Namely, we consider φFEM obtained with Ntotal = 311346 as an almost exact
solution of φ. We see from Fig. 3(a) that, for Ntotal < 104, the accuracy of φ
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(a) (b)

Fig. 4. Dependence of the condition numbers on the size of coefficient matrices for
(a) k = 1 and (b) k = 2

obtained by the S-EFG is better than that of the X-EFG. However, for Ntotal ≥
104, the accuracy of φ obtained by the X-EFG is superior than that of S-EFG
except for Ntotal = 35224. In addition, we see from Fig. 3(b) that, on Γ 1

D∪Γ 2
D∪Γ ,

there is no obvious difference between accuracy of φ obtained by X-EFG and
that of S-EFG. From these results, we consider that the accuracy of φ obtained
by the X-EFG is almost the same as that of S-EFG. In addition, since the
difference between X-EFG and S-EFG is the imposing method of the essential
boundary condition, we consider that both imposing methods have almost the
same performance. Note that, in the X-EFG, the essential boundary condition
can be imposed without any integrations. Hence, without losing the accuracy
of the numerical solution, a code of the X-EFG can be developed more easily
in comparison with that of the S-EFG. In addition, the computational time of
the X-EFG is almost equal to that of the S-EFG, e.g. for Ntotal = 311346, the
computational time of the X-EFG is about 463.7(s) and that of the S-EFG is
about 469.7(s).

Next, to investigate properties of linear systems, the condition numbers of the
coefficient matrices for k = 1, 2 are calculated as a function of the size of matrix,
Nk + Mk. The condition number is determined by |λmax|/|λmin|, where |λmax|
and |λmin| are the maximum and minimum eigenvalues of the coefficient matrix
of (20). The calculation results for k = 1 and k = 2 are shown in Figs. 4(a) and
4(b), respectively. We see from these figures that the condition numbers of the
coefficient matrices generated by the X-EFG are considerably less than those of
the S-EFG. Hence, it is expected that the X-EFG can be applied to larger scale
problems in comparison with the S-EFG, since increase of the condition number
can be repressed by using the X-EFG.

4 Conclusion

To investigate applicability of the X-EFG to realistic problems, the X-EFG has
been applied to an electrostatic problem. By using the X-EFG, there is a merit
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such that the essential boundary conditions can be imposed without any inte-
grations. In the numerical experiments, the performance of the X-EFG has been
investigated by applying to an electrostatic problem in an ellipsoidal-shaped
dielectric composite material. Conclusions obtained in the present study are
summarized as follows:

1. The electrostatic potential obtained by the X-EFG is naturally distributed
in the dielectric composite material.

2. Without losing the accuracy of the numerical solution, a code of the X-EFG
can be developed more easily in comparison with that of the S-EFG. In
addition, the computational time of the X-EFG is almost equal to that of
the S-EFG.

3. The condition numbers of the coefficient matrices of the linear systems gen-
erated by the X-EFG are considerably less than those of the S-EFG. Hence,
it is expected that the X-EFG can be applied to larger scale problems in
comparison with the S-EFG.

As future work, the X-EFG will be applied to three-dimensional realistic prob-
lems in various fields, since the results have shown that the X-EFG is valid
especially for large scale problems.

Acknowledgment. This work was partially supported by JSPS KAKENHI
Grant Number 24700053.
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Abstract. Space plasma is a collisionless, multi-scale, and highly nonlinear
medium. Computer simulations with the first-principle kinetic equation are es-
sential for studying multi-scale processes in space plasma. We develop a parallel
Vlasov (collisionless Boltzmann) simulation code for practical use on currently-
existing supercomputer systems. The weak-scaling benchmark test shows that our
parallel Vlasov code achieves a high performance and a high scalability. The par-
allel Vlasov code is applied to various physical problems in space plasma, such
as cross-scale coupling between fluid scales and particle kinetic scales.

1 Introduction

No less than 99.9% of the matter in the visible Universe is in the plasma state. The
plasma is a gas in which a certain portion of the particles are ionized, which is consid-
ered to be the “fourth state” of the matter. Our solar system is also filled with plasma
particles ejected from the Sun. The stream of plasma is called the solar wind, which also
carries the intrinsic magnetic field of the Sun. Neutral gases in the upper atmosphere
of the Earth are also ionized by a photoelectric effect due to absorption of energy from
sunlight. Since the number density of plasma particles in space is low and the mean-
free path (average distance between collisions of plasma particles) is large, the word
“space plasma” is generally equivalent to collisionless plasma. The plasma behaves as
a dielectric medium with strong nonlinear interactions between plasma particles and
electromagnetic fields. That is, the motion of plasma results in an electric current, elec-
tric currents modify the surrounding electromagnetic fields, and electromagnetic fields
modify the motion of plasma, which results in a new electric current. Thus the computer
simulation is an essential approach in studies of space plasma.

There are numerous types of self-consistent computer simulations that treat space
plasma according to various approximations. The “global”-scale processes, such as
structures and dynamics of solar/stellar winds, solar/stellar flares, and magnetosphere
of stars, planets and satellites, are commonly described by magneto-hydro-dynamic
(MHD), Hall-MHD and multi-fluid models. On the other hand, electron-scale pro-
cesses, such as acceleration and heating of electrons, are described by the full ki-
netic model, i.e., the Maxwell equations and either the Newton-Lorentz equation or the
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Vlasov (collisionless Boltzmann) equation for both electron and ion particles. Hybrid
methods treat ions as particles and electrons as a fluid for ion-scale processes.

Conventionally, MHD simulations have been widely used for numerical modeling of
global-scale problems such as magnetosphere of stars and planets. The MHD or fluid
equations are derived by taking the zeroth, first, and second moments of the kinetic
Vlasov equations with the zeroth, first, and second moments being the conservation
laws of the density, momentum, and energy, respectively. Thus, the MHD simulations
need several diffusion coefficients, which are essentially due to first-principle kinetic
processes that are eliminated in the framework of the fluid approximations. Recent high-
resolution in-situ observations have also suggested that fluid scale and particle kinetic
scale in space plasma are strongly coupled with each other, which is called cross-scale
coupling. To understand the cross-scale coupling in space plasma, it is important to
include full kinetics in global-scale simulations, which is a final goal of space plasma
physics. However, such a large-scale kinetic simulation requires enormous computing
resources.

The full-electromagnetic particle-in-cell (PIC) code, in which plasma particles are
treated as individual charged particles by solving the Newton-Lorentz equations of mo-
tion together with the Maxwell equations. The standard explicit PIC method is a well-
developed numerical technique which has numerical procedures and concepts that are
quite simple without approximation in the basic laws of collisionless plasmas, and is
very powerful and widely used for studying full kinetics in space plasma. However, this
method has a difficulty in load-balancing for massively parallel computers. This is be-
cause the PIC method uses both Eulerian variables (field variables that depend on both
time and space) and Lagrangian variables (particle positions and velocities that depend
only on time), and the number of particles on each computing process often becomes
nonuniform. A limitation on the number of particles per cell also gives rise to strong
numerical thermal fluctuations in the PIC method.

The Vlasov method is considered to be an alternative to the PIC method. The Vlasov
method follows spatial and temporal developments of distribution functions defined in
the position-velocity phase space by solving the Vlasov (collisonless Boltzmann) equa-
tion together with the Maxwell equations. The Vlasov method allows us to achieve
a high scalability on massively parallel computers much easier than the PIC method,
because the Vlasov method uses only Eulerian variables. The Vlasov method is also
free from any numerical noise. However, the Vlasov method needs a huge computer
resource to treat “hyper”-dimensional (>3D) distribution functions in position and ve-
locity phase spaces. It is still difficult to treat the 3P3V (three dimensions for position
and three dimensions for velocity) phase space even with the recent supercomputers,
since a computation with 406 grid points requires 160GB memory and only a system
with large shared memory allows us to perform 3P3V (6D) Vlasov simulations. Al-
though 2P2V and 2P3V phase spaces are treated on the current supercomputer systems,
the massively-parallel computation is essential for large-scale Vlasov simulation.

We develop numerical schemes for Vlasov simulations for practical use on currently-
existing supercomputer systems. This paper gives a performance measurement study of
our parallel Vlasov code on scalar-type systems with large number of cores toward
future Exa-scale computing.
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2 Overview of Numerical Schemes

The Vlasov model solves the kinetics equations of space plasma, i.e., the Maxwell
equations (1) and the Vlasov (collisionless Boltzmann) equation (2),

∇×B = μ0J+
1

c2
∂E

∂t

∇×E = −∂B

∂t
∇ ·E =

ρ

ε0∇ ·B = 0

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(1)

∂fs
∂t

+ v
∂fs
∂r

+
qs
ms

[E+ v ×B]
∂fs
∂v

= 0 (2)

where E, B, J, ρ, μ0, ε0 and c represent electric field, magnetic field, current density,
charge density, magnetic permeability, dielectric constant and light speed, respectively.
The Vlasov equation (2) describes the development of the distribution functions by the
electromagnetic (Lorentz) force, with the collision term in the right hand side set to
be zero. The distribution function fs(r,v, t) is defined in position-velocity phase space
with the subscript s being the species of singly-charged particles (e.g., s = i, e for
ions and electrons, respectively). The Maxwell equations and the Vlasov equation are
coupled with each other via the current density J that satisfies the continuity equation
for charge

∂ρ

∂t
+∇ · J = 0 (3)

These equations are regarded as the “first principle” of the collisionless plasma.
It is not easy to solve hyper-dimensional Vlasov equation numerically, in terms of

both computational resources and computational accuracy. The Vlasov equation (2)
consists of two advection equations with a constant advection velocity and a rotation
equation by a centripetal force without diffusion terms. To simplify the numerical time-
integration of the Vlasov equation, we adopt a modified version of the operator splitting
[1],
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= 0 (4)
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+
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ms

E
∂fs
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= 0 (5)
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+
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ms

[v ×B]
∂fs
∂v

= 0 (6)

Equations (4) and (5) are scalar (linear) advection equations in which v and E are
independent of r and v, respectively. We adopt a multidimensional conservative semi-
Lagrangian scheme [1] for solving the multidimensional advection equations. In the
full electromagnetic method, it is essential to use conservative schemes for satisfy-
ing the continuity equation for charge. With the multidimensional conservative semi-
Lagrangian scheme, the continuity equation for charge (3) is exactly satisfied. In the
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present study, we compute the numerical flux by using the multi-dimensional advec-
tion scheme [1] with a positive, non-oscillatory and conservative limiter [2,3] for stable
time-integration of advection equations. Equation (6), on the other hand, is a multi-
dimensional rotation equation which follows a circular motion of a profile at constant
speed by a centripetal force. For stable rotation of the profile on the Cartesian grid sys-
tem, the “back-substitution” technique [4] is applied. In addition, Maxwell’s equations
are solved by the implicit Finite Difference Time Domain (FDTD) method.

The velocity distribution function has both configuration-space and velocity-space
dimensions, and defined as a hyper-dimensional (>3D) array. There are some addi-
tional communications overhead in parallelizing over the velocity-space dimensions
since a reduction operation is required to compute the charge and current densities (the
zeroth and first moments) at a given point in configuration space. Thus we adopt the
“domain decomposition” only in configuration space, where the distribution functions
and electromagnetic fields are decomposed over the configuration-space dimensions.
This involves the exchange of ghost values for the distribution function and electromag-
netic field data along boundaries of each procession element. The non-oscillatory and
conservative scheme [2,3] uses six grids for numerical interpolation, and three ghost
grids are exchanged by using the “Mpi_Sendrecv()” subroutine in the standard
message passing interface (MPI) library for simplicity and portability [5]. We also use
the “Mpi_Allreduce()” subroutine for the convergence check on each iteration of
the implicit FDTD method. Note that the code allows thread parallelization over the
velocity-space dimensions via OpenMP.

3 Performance Evaluation

We conduct the performance measurement test of our parallel Vlasov code with a phase-
space grid of (Nvx , Nvy , Nvz , Nx, Ny) = (30, 30, 30, 40, 20) on one core, which corre-
sponds to a weak-scaling test with 1GB/core. We use the following four systems for the
benchmark test: the Fujitsu FX1 at Nagoya University and JAXA, the K computer at the
RIKEN AICS, the Fujitsu FX10 at the University of Tokyo and Kyushu University, and
the Fujitsu CX400 at Kyushu University. The summary specification of these system is
given in Table 1. Note that the FX1, K-computer and FX10 have similar architecture,
while the CX400 is a standard PC cluster.

Figure 1 shows the inter-node parallel performance on these systems. Note that the
computational performance is measured by using the hardware counter installed on
the Fujitsu FX1, FX10, and K-computer systems, and the performance on the Fujitsu
CX400 is estimated based on the result on the FX1/FX10/K. Here, it should be noted
that we used the so-called flat MPI parallelization for the CX400 and the hybrid par-
allelization with four threads (i.e., a combination of MPI process and OpenMP thread
parallelizations so that each process has 30 × 30 × 30 × 80 × 40 grids) for the FX1,
FX10 and K-computer in the present performance measurement.

The peak performances (performance efficiency) of the parallel Vlasov code are
15.43TFlops (12.8%) on the FX1 with 12,032 cores, 160.41TFlops (15.3%) on the K-
computer with 65,536 cores, 192.24TFlops (16.9%) on the FX10 with 76,800 cores,
and 57.21TFlops (16.2%) on the CX400 with 16,384 cores.
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Table 1. Summary specification of computer systems

System FX1 K-computer FX10 CX400
Site Nagoya Univ./JAXA RIKEN AICS Kyushu Univ./ Kyushu Univ.

Univ. of Tokyo
CPU SPARC64 VII SPARC64 VIIIfx SPARC64 IXfx Xeon E5-2680
Clock 2.5GHz 2.0GHz 1.848GHz 2.7GHz

Num. of cores 4 8 16 8
Num. of sockets 1 1 1 2

Memory per node 32GB/16GB 16GB 32GB 128GB
Inter-node DDR InfiniBand Tofu 6D mesh/torus Tofu 6D mesh/torus FDR Infiniband

Number of nodes 768/3008 82,944 768/4800 1476

Fig. 1. Performance of different supercomputer systems with scalar processors. (left) Computa-
tional speed and (right) scalability as a function of the number of cores. The diamond, square,
circle, and star marks represent the results on the FX1, FX10, K, and CX400, respectively.

We obtained a high scalability of ∼90% on the FX1, FX10 and K-computer even
with more than 10,000 cores. On the FX1, the scalability becomes worse when the
all computational resources (384 nodes: 3072 cores at Nagoya Univ. and 3008 nodes:
12,032 cores at JAXA, respectively) are used. By contrast, the FX10 gives almost con-
stant performance even with the all computational resources (768 nodes: 12,288 cores
at Kyushu Univ. and 4800 nodes: 76,800 cores at Univ. of Tokyo) are used. The per-
formance becomes worse with 8192 nodes (65,536 cores) on the K-computer, due to
a performance bottleneck of the “Mpi_Allreduce()” subroutine used for solving
the Maxwell equations. The system gives better performance (performance efficiency
>16.5%) with less than 2048 nodes (16,384 cores). It should be noted that jobs with
more than 32,768 nodes (262,144 cores) exceeded wall time of the present benchmark
test (10 min.) during the initial simulation setup subroutine. This is essentially due to
the performance bottleneck of the “Mpi_Allreduce()” subroutine which is used
for the convergence check on each iteration of the Poisson equation for the field initial-
ization.

The network topology of the CX400 system at Kyushu University is a (non-fat) tree
where five groups of 256 nodes and one group of 196 nodes are connected each other
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and all the nodes in each group are connected each other with the fat-tree full bisection
bandwidth. The system gives better performance (performance efficiency >20%) with
less than 256 nodes(4096 cores), while the performance becomes worse with >256
nodes due to the network bandwidth capacity.

4 Global Vlasov Simulation

Since hyper-dimensional Vlasov simulations need huge amount of computer memory,
there have been a small number of hyper-dimensional Vlasov simulations applied for
practical plasma physics such as collisionless space plasma [6] and laser plasma [7].
In fact, a large number of papers on numerical schemes for Vlasov simulations have
been published but most of them have been benchmarked only with classical (non-
practical) problems. The present parallel Vlasov code is a one of the few examples of
hyper-dimensional Vlasov simulations which has successfully been applied to studies
of the Kelvin-Helmholtz instability [8] and the magnetic reconnection [9], which are
“local” processes taking place at boundary layers of magnetosphere. Recently “global”
Vlasov simulations are also performed on the interaction between the solar wind and an
unmagnetized small astronomical body with a spatial scale of ion gyro radius [10,11].
It should be noted that hyper-dimensional Vlasov simulations are widely performed in
magnetically confined plasma, such as tokamak plasma in thermonuclear fusion de-
vices, with the guiding center, drift-kinetic and gyro-kinetic approximations [12]. Gyro
motion of charged particles are approximately eliminated in these models. On the other
hand, full Vlasov simulations with the gyro motion (Eq.6), such as the present study,
are much more difficult to perform.

In the present study, we extend the global Vlasov simulation of an unmagnetized
body to a weakly-magnetized body. Figure 2 shows the spatial profile of ion density
together with the configuration of magnetic field lines obtained by a 5D (two spatial
and three velocity dimensions) global Vlasov simulation in which spatial grids are
taken in the two dimensional (2D) x − y plane and velocity grids are taken in the
three dimensional (3D) vx − vy − vz space. There exists a dielectric circle (cylinder) at
r ≡ (x, y) = (0, 0), on the surface of which the electric charge accumulates by absorp-
tion of plasma particles. The radius of the body is set to be RL = 2ri, where ri is the
gyro radius of solar-wind ions.

There exists a uniform plasma flow as the solar wind in the simulation box at the
initial state. The plasma flow has a shifted Maxwellian velocity distribution and is di-
rected in the x direction with a flow velocity VS = 5Vti. The uniform plasma flow
is continuously injected from the left boundary to the right. In order to save computa-
tional costs, electrons are assumed to be much heavier than the reality with the mass
ratio mi/me = 25. Assuming that the ions and electrons have the same temperature
(Ti/Te = 1.0), the thermal velocity of electrons becomes Vte = 5Vti. For the velocity
space, we use Nvx ×Nvy ×Nvz = 60× 60× 60 gird points. The range of the velocity
space is taken to be −15Vti ≤ vi ≤ 15Vti and −10Vte ≤ ve ≤ 10Vte for all vx, vy and
vz directions, where Vt denotes the thermal velocity.

The solar wind carries an Inter-planetary Magnetic Field (IMF), which is the intrinsic
magnetic field of the Sun. In the present study, a uniform ambient magnetic field as the
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Fig. 2. Spatial profile of ion density together with the configuration of magnetic field lines at
ωcit = 1.2 obtained by a global Vlasov simulation. Structures of bow shock and wake tail
formed as a result of the interaction between a weakly-magnetized object and the solar wind are
shown. The result in the left and right panels are obtained by using the R815 and the K-computer,
respectively.

IMF is taken in the x − z plane in order to include both ion gyro motion and magnetic
convection in the x − y plane. The magnitude of the ambient magnetic field is given
by B0 ≡ √B2

x0 +B2
z0 = mi/qiωci with ωci/ωpi = 0.02, where ωc and ωp are the

cyclotron and plasma angular frequency, respectively. Thus the ion inertial length and
electron Debye length become li = 2ri and λD = 0.02ri, respectively. The IMF is
imposed in the 45◦ with respect to the x axis with Bx0 = Bz0 = B0/

√
2. To carry the

ambient magnetic field in the direction of plasma flow (x direction), we need a uniform
electromotive (Faraday’s inductive) force. A uniform external electric field is applied
in the y direction with the magnitude of Ey0 = VSBz0. The ion beta and Alfven Mach
number are βi = 0.5 and MA = 2.5, respectively.

There exists an inner boundary at |r| =
√
x2 + y2 = RL. We assume that the

electric conductivity of the body is small, like an insulator. Numerically, the spatial
numerical flux is set to be zero for |r| < RL. Then, spatial advection in the body is
not allowed and the electric charge of plasma particles onto the body accumulates on
its surface. Note that we do not use any special treatment for electromagnetic waves
at the inner boundary. That is, the zero current condition is applied in the body, and
electromagnetic waves propagate freely into the body without conductance.

In the low-resolution run in the left panel, a total of Nx×Ny = 160×240 grid points
are used for the configuration space grids. The low-resolution run uses a total of 400GB
memory and is performed on the DELL PowerEdge R815 systems at Solar-Terrestrial
Environment Laboratory, Nagoya University [13]. The grid size of the low-resolution
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run is taken to be Δ ≡ Δx = Δy = 0.1RL = 0.05ri = 10λD. This means than
micro-scale processes such as plasma oscillation and formation of Debye sheath are
eliminated. On the other hand, in the high-resolution run in the right panel, a total of
Nx × Ny = 1920 × 2560 grid points are used for the configuration space grids. The
high-resolution run uses a total of 60TB memory and is performed on the K-computer.
The grid size of the low-resolution run is taken to be Δ ≡ Δx = Δy = 0.01RL =
0.005ri = λD, and all the physical processes of collisionless space plasma are included.

The preliminary result shows that the structure of the ion density in the vicinity of the
body is almost the same in both low- and high-resolution runs, at a very early stage of
the simulation run (ωcit = 1.2). That is, a high-density region is formed on the dayside
(left of the body) around the boundary between open and closed magnetic field lines.
On the other hand, a low-density region called the wake is going to be formed on the
nightside (right of the body). Further computation of the high-resolution run is currently
in progress.

5 Conclusion

In this paper, we have made performance measurements of a new Vlasov-Maxwell code
on massively-parallel scalar computer systems, which are the the Fujitsu FX1, the Fu-
jitsu FX10, the Fujitsu CX400 and the K-computer systems. The weak-scaling bench-
mark test shows that our parallel Vlasov code achieves a high scalability (>90%) on
more than 10,000 cores with recent inter-node connection devices. Currently we are
performing a 5D (2P3V) high-resolution “global” Vlasov simulation of a small magne-
tosphere of a small astronomical body by using K-computer. It should be noted that a
6D (3P3V) simulation is essential for full understanding on the global structure and dy-
namics of magnetosphere. However, this requires numerous computing resources with
a total of more than 50PB memory as well as a shared memory of more than 200GB,
and is left as a (far) future study.
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Abstract. To use the massively parallel scalar type supercomputer for the large 
scale numerical magnetospheric simulation, we made performance evaluation 
of a three-dimensional Magnetohydrodynamic (MHD) simulation code  
for space plasma simulations of planetary magnetosphere on the K computer 
with 262,144 cores at RIKEN. For parallelization of the MHD code, we  
use four different methods, i.e., regular one-dimensional, two-dimensional, 
three-dimensional domain decomposition methods and a cache-hit type of 
three-dimensional domain decomposition method. We found that the one-
dimensional decomposition and cache-hit type of three-dimensional decomposi-
tion achieves the best performance and our MHD code can scale over 200,000 
processes on the K computer.  

Keywords: MHD simulation, parallel computing, performance evaluation.  

1 Introduction 

No less than 99.9 % of the matter in the visible Universe (except for the dark matter 
distribution which is visible through gravitational lensing) is in the plasma state, i.e., 
in the state of ionized gases. The stellar system is filled with plasmas ejected from the 
upper atmosphere of the stars. The stream of plasma carries the magnetic field of the 
stars, in particular, we call it the solar wind in the solar system. Various phenomena, 
such as geomagnetic storms, are caused by interactions between the solar wind and a 
planetary intrinsic magnetic field. Recently these affect to the GPS satellites and its 
measurements accuracy on the ground. Thus studies of space plasma are important to 
understand our Universe.  

Since the density of space plasma is very low, collisions between individual plas-
ma particles are neglected. Then, kinetic dynamics of such collisionless plasma is 
described by the first-principle Vlasov-Maxwell system equations [1]. The Vlasov- 
Maxwell system equations are commonly used for studies of electron-scale processes 
in space plasma. For larger-scale processes, however, electron-scale processes can be 
sometimes neglected, and various approximations are applied to the Vlasov-Maxwell 
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system equations. For investigating global structures of plasma, such as planetary 
magnetospheres, the Magnetohydrodynamic (MHD) equations are used, in which full 
kinetics of plasma are neglected by taking the moments of the Vlasov equations. The 
Vlasov-Maxwell system equations and MHD equations are highly nonlinear and are 
very complex to solve by hand calculations. Thus computer simulations play essential 
roles in studies of space plasma and have been performed from the first vector com-
puter in Japan. 

The numerical MHD code for space plasma has been optimized for vector-type su-
percomputers for a long time because most of supercomputers with vector processors 
have high performance till 1990's. These codes often have achieved a very high com-
putational efficiency (the ratio of the effective performance to the theoretical perfor-
mance). However, almost 100 % of the “top 500” supercomputer systems in the world 
recently adopt the scalar type processors and more than 90 % of systems consist of 
the 64bit-x86 processor architecture. The other scalar type computers are POWER 
and SPARC architectures [2].  

The purpose of the present study is to make performance tuning of MHD code for 
space plasma simulations on scalar-type massively parallel supercomputer systems 
[3] [4]. In general, the computing efficiency of user applications on a scalar-type 
computer tends to be low (~5 %) [5], although the computing efficiency of LINPACK 
sometimes exceeds 80%. In this paper, a performance measurement study of MHD 
codes is carried out on the K computer at RIKEN which is the fastest supercomputer 
system in Japan. 

2 Magnetohydrodynamic Simulation Model  

As mentioned above the MHD equation is derived from the Vlasov equation and 
Maxwell equation [1].  
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Here ρ is the plasma density, v


 is the plasma velocity, P is the pressure, B


 is the 

magnetic field, J


 is the current density. D = Dp is the diffusion coefficient, g is acce-

leration of gravity, v
2∇≡ μΦ  is the viscosity, γ = 5/3 is the three dimensional ratio of 

specific heat, η  is the resistance and dB


 is the dipole magnetic field of planet. 
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We use a three-dimensional MHD code [6], which has been used for studies on global 
structures and dynamics of planetary magnetospheres [7] [8]. The MHD code uses the 
“Modified Leapfrog” method, in which partial difference equations are solved by the 
two-step Lax-Wendroff method for one time step and then by the Leapfrog scheme 
for (l − 1) time steps and the procedure is repeated. Thus the method has second-order 
accuracy in both space and time. The Modified Leapfrog method is a kind of combi-
nation technique which balances numerical stability of the two step Lax-Wendroff 
method and dissipationlessness of the Leapfrog method. That is, smaller l is desirable 
for numerical stability, while larger l is desirable for suppression of numerical dissi-
pation. Based on the linear analysis and preliminary simulations, the value of l = 8 has 
been chosen. 

3 Parallelization Model 

As a parallelization technique, the domain decomposition method for dividing three-
dimensional space is adopted. Usually in parallel computing on a distributed-memory 
computer, the domain decomposition is an easy way to decompose three-dimensional 
Eularian variables. In the case of a three dimensional model, the dimension of domain 
decomposition can be chosen as one dimension, two dimensions, or three dimensions 
as shown in Fig. 1. In general, three-dimensional domain decomposition is most effi-
cient for a scalar parallel computer, while two-dimensional domain decomposition is 
most efficient for a vector parallel computer. This is because vectorization of the most 
inner loop can be vectorized efficiently. Effective use of cache memory is important 
for obtaining better performance on a scalar processor due to the small memory 
bandwidth compared to the vector processor. Since the size and structure of cache 
memory depend on CPU architecture and model, it is not easy to obtain the highest 
performance on scalar processor computers.  

 

Fig. 1. Schematics of three kinds of the domain decomposition methods 

In the MHD model, the number of treated physical variables is eight: plasma den-
sity N, velocity (Vx, Vy, Vz), pressure P, and magnetic field (Bx, By, Bz). In the present 
MHD code, an array of these physical variables are defined as f(nx, ny, nz, nm) (here 
referred as “Type A”) with nm = 1 and nm = 5 being N and P, nm = 2 being Vx, nm = 3 
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being Vy, nm = 4 being Vz, etc. nx, ny and nz are the array size in x, y, and z-direction, 
respectively. Since these physical variables on the same grid point are used repeatedly 
in computation, an array defined as f(nm, nx, ny, nz) (here referred as “Type B”) is con-
sidered to be more effective for the cache hit. In this study, the Fortran is used as a 
programming language not C or C++. Thus the memory allocation order of multi-
dimensional array is different among them (in Fortran the array is stored from the 
lower dimension). If using C and C++, there is a possibility that the following our 
results are changed. That is, in those cases (C and C++) Type B may not be effective 
for cache hit. In the present study, we evaluate performance of both Type A and B on 
scalar processor.  

To minimize the communication time, we use a buffer array which stores all the 
boundary data for inter-core and inter-node communications. In these communication 
processes, the MPI_sendrecv function is adopted because MPI_sendrecv is a 
bidirectional communication function which includes both sending data and receiving 
data in one process. The other communication functions, for example pairs of 
MPI_send/MPI_isend and/or MPI_irecv/MPI_recv, need two processes for 
each sending and receiving processes. It is also noted that we have suffered the data 
overflow using non-blocking communication (ie: MPI_isend, MPI_irecv) thus 
we do not use the non-blocking communication which is often said to shorten the 
communication time [3][4]. 

4 Results 

The K computer consists of 88,128 nodes of clusters. Each node has one Fujitsu 
SPARC64 VIIIfx processor (8 cores, 2.0 GHz) and 16 GB memory with 64 GB/s 
memory bandwidth. As for the inter-node connections, each node connects through 
the 6 dimensional mesh/torus inter connect (5 GB/sec per 1 link), which is called 
“Tofu Interconnect”. The system has 10.51 PFlops peak performance which is the top 
performance from 6/2011 to 11/2011 [2]. More detailed information of these systems 
is in the web site [9]. On K computer, the Fujitsu Fortran Compiler is installed. As 
compiler options, we adopt 

-Kfast, visimpact, nomfunc, noalias=s, fsimple,  
prefetch_indirect, prefetch_strong, noparallel  

We use the array of 64 MB/core for the computational domain and additionally 
192 MB/core for workspaces for computing the MHD equations with the Modified 
Leapfrog method. That is, the weak scaling and flat MPI are used in this study.  

Fig. 2 shows the results of performance measurements of MHD code with the K 
computer. In this study we could use up to 262,144 cores. Using the K computer, we 
obtained 798.6 TFlops (19 % of efficiency) at maximum in the one- and there-
dimensional decomposition Type B case. This means the long vector length and the  
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Fig. 2. Effective performance of MHD simulation code with K computer 

cache hit type are suitable for the K computer. There is about 10 % difference of 
computational efficiency between the three-dimensional decomposition of Type A  
and Type B case. This result has the same trend of the POWER and previous 
SPARC64 architectures [3] [4] whish are RISC processors. SPARC64 VIIIfx proces-
sor has a kind of vectorization however the cache hit tuning is also effective. Addi-
tionally this is the adverse result of x86 type computer [3] [4]. 

The parallel scalability of MHD code with the K computer is shown in Fig. 3.  
One-dimensional decomposition is the best scalability. The degradation of parallel 
performance has not appeared over 65,536 cores in all decomposition cases. Over 
65,536 cores only one-dimensional decomposition achieved the flat scalability. To 
consider the value of parallel scalability, in spite of using good inter node connection, 
the scalabilities of each decomposition are less than 90 %.  To examine the reason, 
we found the problem in an array copy. In the parallel computing, as mentioned in 
section 2, we gather the boundary data into a buffer array in each process, and then 
transfer the array to the other processes. It takes more time to gather the boundary 
data on the K computer. This decreases the scalability at ~7 %. These data transfers in 
three-dimensional decomposition are required 3 times than that of one-dimensional 
decomposition. Thus the scalability of one-dimensional decomposition is the best. To 
run on the peta and exa Flops computers, this problem should be considered. 

From the both results, it becomes clear that the optimization is very important to 
perform the large scale computing due to the about 200 TFlops difference between 
the best and worst results on 262,144 cores.  
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Fig. 3. Scalability of MHD simulation code with K computer 

5 Summary 

In this study we have made performance measurements of MHD code for the K com-
puter. This supercomputer system consists of SPARC64 processors. For the MHD 
code, we evaluated four types of decomposition methods: regular one-dimensional, 
two-dimensional, three-dimensional domain decompositions and a cache hit consi-
dered type of three-dimensional decomposition. We found that the one- and three-
dimensional decomposition Type B methods are the most suitable for K computer. 
The best scalability id obtained for one-dimensional decomposition. This comes from 
the quantity of data transfer generated by parallel computing. As the results, we ob-
tained the best performance of 798.6 TFlops (19 %) with 262,144 cores on K comput-
er. In this study we only use the flat MPI between the not only inter-node but also 
inner node communication to see the effect of decomposition. Note that using 
OpenMP and MPI (so called hybrid MPI), we achieved 964 TFlops (23 %) with 
three-dimensional decomposition on 262,144 cores. 
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Abstract. Construction of urban rail transit requires large investment and long 
cycle, so unified planning and phased construction are generally adopted. 
Operation of a new line would bring the variation of passenger flow in the 
transfer station. Urban rail transfer station is a station with two lines or more, 
which is the important node in the network planning. Whether the current 
facilities in the station could meet new passenger demand, adaptability 
pre-assessment needs to be undertaken. This study firstly introduces the 
definition and content of adaptability assessment in urban rail transit station, and 
advances two assessment approaches: stationary index analysis and dynamic 
simulation experiment. Then through the case study, elaborate the specific 
process and method application. At last, put forward path optimization schemes, 
ensuring high operational efficiency and service level. 

Keywords: urban rail transit, transfer station, adaptability pre-assessment, 
facility, pedestrian simulation. 

1 Background 

With the rapid development of urban rail transit, the network is gradually being formed 
in many cities. When a new line is put into operation having a linking with existing 
lines, crowded chaos might happen for the ability deficiency or irrational distribution of 
facilities in transfer stations. This phenomenon is due to the fact that urban rail transfer 
station has two main parts: station internal environment and passengers, in whom the 
interaction decides the operation organization efficiency and service level. The opening 
of a new line brings the change of passenger flow, not only the quantity but also the 
walking paths, which greatly influences the existing interaction. Thus, before the 
operation of the new line, it is a need to pre-assess whether the station status could 
adapt to the change, and based on the assessment results, take necessary measures. 

Based on the characteristics of pedestrian behavior and passenger flow, Sui Xiaobo 
[1] analyzes the coordination of facilities and then builds the related assessment system. 
Li Minghua [2] summarizes characteristics of pedestrian behavior and uses Netlogo as 
the tool of modeling to analyze adaptability of pedestrian facilities. Wu Xianyu and 
Yuan Zhenzhou [3] establish the adaptability evaluation system of urban rail transit hub 
and come up with the simulation design thought of facilities’ layout. Xu Qianqian [4] 
uses VISSIM to model the station and study the coordination of facilities in the transfer 
station. 
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2 Adaptability Pre-assessment 

‘Adaptability’ is a term in ecology that refers to the ability in organism to adapt to the 
ecological environment. As to urban rail transfer stations, adaptability refers to the 
ability of station internal facilities adapt to the passenger distribution, which reflects 
rationality of facilities layout and efficiency of passenger organization. Therefore, we 
can know whether the station status could adapt to the change of passenger flow 
through adaptability pre-assessment. 

Adaptability pre-assessment mainly includes stationary index analysis and dynamic 
simulation experiment. When a new line connected to the transfer station, the 
significant change is passenger quantity. What’s more, according to train arrival and 
departure, passenger flow is distributed as pulse type, which would impact on the 
facilities regularly. Given to this circumstances, it is a need to calculate the capacity of 
internal facilities with static index analysis. However, passenger quantity is not the only 
change, passenger walking path is also different. New paths would appear and old paths 
would vary, of which the influence to the operation organization can’t be calculated 
theoretically. Thus, pedestrian simulation must be undertaken to find out what 
problems might happen in the station. 

2.1 Static Assessment 

Static adaptability assessment mainly focuses on assessing facilities capacity. Facilities 
capacity is reflected by two indicators: facilities saturation [6] and facilities capability 
matching rationality.  

Facilities saturation is the ratio of hourly passenger volume at peak hours to the 
design passing capacity. If the ratio is larger, the facilities saturation is higher, which 
means the satisfaction of facilities to passenger demand at peak hours is lower. For the 
pulse type of passenger flow and by computing facilities saturation, the bottleneck 
restricting the whole facilities passing capacity in the station can be found. 

Facilities capability matching rationality refers to whether the passing capacity of 
two adjacent facilities in the same passenger streamline is coordinated. Facilities 
capability matching rationality is reflected by the difference value of adjacent facilities 
saturation. If the value is smaller, the facilities capability matches more rational.  

Combining with two indicators to make a comprehensive analysis, static 
adaptability assessment results are obtained. 

2.2 Dynamic Assessment 

Dynamic adaptability assessment is to use the computer simulation method, simulating 
the station internal passenger flow space-time distribution and passenger travel 
behavior. According to the system putout, analyze and assess the facilities adaptability. 
Simulation process mainly includes setting up simulation, implementing simulation 
scheme and analyzing experimental results.  
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By using basic data like station logical devices, train schedules, passenger flow 
lines, passenger flow generation regular and ticket information, get simulation control 
parameters and create the space model. Before implementing simulation experiment, it 
is a necessity to prove the validity of the model with historical data. After the test, 
statistically analyze the highest number of gathered people and regional services level 
and give the dynamic adaptability assessment results. 

This passage mainly introduces the usage of SRail rail transit hub passenger 
distributing simulation system [7], independently developed by Beijing Jiaotong 
University, to implement dynamic adaptability assessment process.  

2.3 Adaptability Improvement 

Through adaptability assessment, we can know unreasonable facilities layout in the 
transfer station and take corresponding improvement measures. Adaptability 
improvement is mainly done from three aspects: passenger flow organization, 
engineering reform, equipment update. 

Passenger flow organization is to optimize passenger flow lines and improve the 
utilization efficiency of facilities by guiding passenger behaviors. Engineering reform 
is to adjust the station civil engineering and improve station layout. Equipment update 
is to improve the ability of facilities and facilities status through updating or replacing 
the old facilities, changing the quantity of facilities. Operation efficiency and service 
level can be effectively improved by reasonably using these measures. 

3 Case Study 

Set an urban rail transit transfer station of line 1 and line 2 in a city as an example. This 
station is located in a busy intersection surrounded by many points that attracting a 
great quantity of passenger flow. Fig. 1 shows the main body of the station. The internal 
passenger flow lines include in-station flow lines, out-station flow lines and transfer 
flow lines of line 1 and line 2. Now line 1 is under operation and line 2 is to be open, so 
it is necessary to make the adaptability pre-assessment of this station. 

3.1 Station Static Assessment 

The predicted hourly passenger volume at peak hour in the station is 30867. The 
transfer passenger volume is 12167 with 49.3% for line 1 to line 2 and 50.7% for line 2 
to line 1. The in-and-out station passenger volume is 18700. The passing passenger 
volume of facilities can be computed shown as Table 1. 

Refer to the metro design code [8]，we can get station internal facilities design 
passing capacity and calculate facilities saturation shown as Table 1. 
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Fig. 1. Station structure and passenger flow lines 

Table 1. Facilities design passing capacity and saturation 

name Width(m) feature passing 

capacity 

Passenger 

volume 

Saturation(%) 

Stair between hall and 
platform 

1.9 Bidirectional mixed flow 6080 1963 32.3 

escalator between hall and 
platform 

0.9 0.47m/s* 7614 1895 24.9 

Transfer channel (1) 15.0 Bidirectional mixed flow 60000 12167 20.3 

Transfer channel (2) 10.0 Bidirectional mixed flow 40000 12167 30.4 

Transfer escalator 0.9 0.47m/s 7614 3042 40.0 
Automatic ticket vending 

machine 
/ / 300 

4675 15.6 Artificial ticket vending 
machine 

/ / 1200 

Fare gate / Three-bar form，IC card 1500 18700 62.3 

(*transmission speed) 
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Table 1 shows the saturation of fare gate is too high and the difference with adjacent 
facilities is too big; in the transfer flow line, the facilities capability matching 
rationality between transfer channel (2) and transfer escalator (a difference of 19.7) is 
low. 

3.2 Station Dynamic Assessment 

In the process of dynamic simulation assessment of the station, use SRail rail transit 
hub passenger distributing simulation system as the tool.  

Simulation Model Building. 

(1) Station logical device 

Station logical device is the file that describes characteristics, condition, parameters 
of functional area and facilities in the station. In this case, handle the transfer channel to 
a passage way, with transfer passenger flow of line 1 to line 2 regarded as in-station 
flow, and transfer passenger flow of line 2 to line 1 regarded as out-station flow.  

 

Fig. 2. Station facilities plan 

Fig.2 is the station plan of line 1 and transfer channel. Area 1 is the hall of line 1 and 
transfer channel (1). There are 9 in-station fare gates, 11 out-station fare gates and both 
automatic ticket vending machines and artificial ticket vending machines. Area 2 is the 
platform of line 1. Area 3 is the transfer channel (2). Transfer channel (1) and transfer 
channel (2) is linked by four escalators in the right-side. The station has three passage 
ways without security inspection and equipped with two sets of in-and-out station 
automatic fare gate. The location of ticket vending machines is marked as rectangle in 
the hall and stairs along with escalators are showed as shadowed areas with an open 
side. 
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(2) Passenger generation regular 
Passenger generation regular file provides the generation mode and method, 

temporal and spatial distribution, structure of passengers. These data (showed in 3.1) 
could be gotten through passenger flow forecast and spot investigation.  

(3) Train timetable 
Train timetable file is the main basis of event-driven passenger generation and 

influence passengers accumulating and dispersing in the station. It also sets the basic 
parameters of the train. In this case, the trains in line 1 adopt 4 sections marshalling and 
every section has 4 doors, with capacity of 210.Departure interval is 5min and station 
dwell time is 1min in peak hours. 

(4) Passenger streamlines 
Passenger streamline file fixes the sequence of the work flow and work place in the 

station. The system determines the streamlines by selecting control points. Control 
point is the key location in the processing of a passenger’s walking path. In this case, 
passenger streamline is reflected in Fig. 3. 

 

Fig. 3. Passenger streamline 

Simulation Model Validation. For verifying the correctness of the model, use current 
passenger flow’s data to implement a simulation experiment. Select the number of area 
gathered people as validation index and compare the outcome of the simulation 
experiment with spot investigation data. If the average fitting degree is under 5%, the 
simulation model can be used in the following experiment. 

In this case, calculate two areas’ gathered number-hall and platform, and then 
analyze the fitting degree. After twice model modification, the average fitting degree 
could meet the accuracy requirement. 

Simulation Experiment. Based on the basic data and model in peak hour, implement 
the simulation experiment. Fig. 4 is the area density map in the simulation process. 
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Fig. 4. Area density map 

 

Fig. 5. The highest number of gathered people 

By using the simulation results, calculate the highest number of gathered people and 
regional services level. Fig. 5 shows within 10min of the simulation experiment, the 
highest number of gathered people has been over 2000 and presents a trend of 
increasing; regional services levels in Table 2 are below grade C except for platform’s, 
which indicates a low station service level. 

Table 2. Typical regional service levels 

Typical regional  service levels 

Hall (paid area) E 

Platform B 

Transfer channel C 

Stair and escalator F 

 

 
 

504
935

1169 1243 1058 1259
1624

1994
2269
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Experimental results show that: 

(1) Distribution effect in the station is poor. The passenger density of stairs, 
escalators and fare gates is high, which results in congestion. Passengers can’t 
get on the train, transfer or leave the station quickly but strand in the hall. 

(2) Passengers can’t walk freely in the station. The facilities set has problems, 
leading to passenger flow interweaved heavily. 

3.3 Optimization Scheme 

Through the static and dynamic adaptability assessment, we can find that the current 
station internal facilities layout couldn’t meet the passenger demand after the new line 
open. Thus, it is a need to adjust passenger travel lines and optimize the facilities in 
view of the problems found during the assessment. The concrete measures are as 
follows: 

(1) Increase the number of facilities.  
Increase the number of fare gate or replace the three-bar form with door type; 
add a set of stair beside the transfer escalators. This can enhance the passing 
capacity and facilities saturation will be lower. 

(2) Adjust the ticket vending machines’ location.  
Centralize the vending machines to the middle area in the south of the hall. 
This area is far from out-station flow path, so the conflict of the paths can be 
reduced in non-pay zone. Moreover, the vending machines are near passage 
ways, which is convenient for passengers buying tickets. 

(3) Separate in-station passenger flow and transfer passenger flow.  
Exchange the relative position of two sets of fare gate in the north of the hall. 
After the relocation, in-station fare gates are near stairs and escalators in the 
south. This will prompt people to use these stairs and escalators to reach 
platform, which can separate the in-station flow and transfer flow. 

(4) Change the escalator running direction. 
Change the running direction of escalators in the west from up to down. This 
measure brings three effects: firstly enhance evacuation efficiency of the 
platform; secondly prevent transfer passengers reach the platform in a short 
time as an impact; thirdly attract passengers in the middle of the platform to 
choose western stairs and escalators getting the hall, which can reduce the 
disturbance of out-station flow to in-station flow. 

Modify the original model with station facilities parameters and layout, as well as 
passenger walking path, and then implement the simulation experiment again. Fig. 6 is 
the area density map in the simulation process. Compared with Fig. 4, passenger 
accumulation is significantly reduced and also the density.  
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Fig. 6. Area density map 

 

Fig. 7. The highest number of gathered people 

Fig. 7 shows after the optimization, the highest number of gathered people has kept 
around 1000 with a regular float. It indicates that distribution effect is much better than 
before and passenger can get on the train, transfer or leave the station more smoothly. 
Besides, regional services levels all reach grade A.  

Through the comparative analysis of assessment outcome, it proves that the 
measures improve station facility adaptability well and the optimization scheme 
achieves a good result.  

4 Conclusions 

This passage defines the urban rail transit transfer station adaptability assessment. 
Using static index calculation and dynamic simulation experiment and combining case 
study, explain the practical application way of adaptability assessment. This verifies the 
feasibility and effectiveness of the theory and provides means to optimize the facilities 
layout and organization in the station. 
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Abstract. The dynamic behavior of an activated sludge system is highly 
complex and uncertain. To efficiently control and operate the system, a reliable 
model capable of accurately describing the several time-varying parallel 
processes of the system is needed. Most of the existing models are too complex 
to use for design or control purposes. This paper presents a feed-forward neural 
network model for the system.  The model validation was achieved through the 
use of appropriate international accepted data of the benchmark simulation 
model no. 1 (BSM1). Simulation studies revealed that the neural network model 
exhibited an outstanding performance in predicting the effluent quality, 
root mean square error (RMSE) of 0.0464, mean absolute deviation (MAD) of 
0.0347, correlation coefficient (R) of 0.979 for chemical oxygen demand 
(COD) and RMSE of  0.1103, MAD of 0.0794, R of 0.841 for the total nitrogen 
(TN) could be acheived. The model is quite effective and suitable tool for the 
activated sludge system. 

Keywords: Model, neural network, learning algorithm, prediction. 

1 Introduction 

Activated sludge system has been recognized as the most versatile technology used 
for municipal wastewater treatment system. The system comprises of an aeration unit 
where the consortium microorganisms capable of degrading the organic pollutants are 
mixed with raw wastewater in the presence of oxygen and a settler in which 
the treated water is separated from the solids. However, optimal operation of the 
system depends on a suitable model capable of predicting the dynamics of the system. 
The available models proposed by the international association on water quality 
(IAWQ) task group on mathematical modeling for design and operation of the 
activated sludge system such as activated sludge model no. 1 (ASM1), ASM2, 
ASM2D and ASM3 have been used in the wastewater treatment industries. The 
models have proven to be essential tools for better understanding of mechanisms of 
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activated sludge system and forecasting, particularly the ASM1 that received 
international acceptability among researchers and practitioners. The ASM1 model 
was designed purposely for carbon and nitrogen in domestic wastewater treatment [1], 
[2]. The model is structurally complex and difficult to use for analysis and control [3] 
[4]. Complexities and uncertainties associated with several processes in the system 
contributed immensely to difficulty in modeling the system. Neural network presents 
a better alternative in dealing with uncertainty and complexity of the system. 

Several neural network models were proposed for activated sludge system [5], [6], 
[7], [8], [9] and have demonstrated greater effectiveness in predicting the dynamic 
behavior of the systems. Nevertheless, most of these models were applied to industrial 
wastewater treatment plants; they do not focus on domestic wastewater treatment 
for nutrients' removal. Therefore, the objectives of this paper are to propose a 
straightforward and efficient neural network model based on ASM1/BSM1 
configuration and investigate the performance of the model in predicting the 
measured (experimental) effluent quality of BSM1. Neural networks are versatile for 
nonlinear function approximation and can yield a very promising prediction even if 
the data is complex and rowdy. Attractive features such as adaptability, fault tolerance 
and fast convergence made neural network a preferred choice in modeling nonlinear 
system such as the activated sludge system. 

Error measures such as a root mean square (RMSE), mean absolute deviation 
(MAD) and correlation coefficient (R) were used to evaluate the prediction 
performance of the model. A minimal value of the error measures and high value of R 
indicates accurate prediction. The paper is organized as follows: Section 2 briefly 
explains the plant. Section 3 discusses neural network and neural network model 
implementation, results are presented in section 4.  Section 5 concludes the paper. 

2 Benchmark Simulation Model No. 1 Plant 

The plant consists of a biological reactor tank where the microorganisms responsible 
for treating the wastewater are allowed to grow and survive and a settler in which the 
solids (sludge) are separated from the treated water as shown in Fig. 1. A portion of 
the sludge is recycled to the tanks so as to maintain the microorganisms, and the 
excess sludge is removed as a waste.  The reactor tank is subdivided into five units; 
the unit 1 and 2 are anoxic units having a volume of 1000m3 each; units 3 to 5 are 
aerobic unit having a volume of 1333m3 each, placed in series with the 10 layers 
settler having a total volume of 6000m3. The biological activities taking place in the 
reactor tanks are described by the ASM1 model. The ASM1 has 13 state variables and 
eight separate processes. Each of the state variables is described by nonlinear 
differential equation as: 

 ( ) ( )in

d Q
r

dt V

ψ ψ ψ ψ= − +  (1) 



 Feed-Forward Neural Network Approximation Applied to Activated Sludge System 589 

 

where Q is the influent flow rate, V is the reactor volume, ψ is the state variable 

concentration, inψ  is influent state variable concentration 
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and  ( )r ξ  is the reaction rate of a variable  given by: 
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These reaction rates of the state variables are due to combinations of fundamental 
processes [10].  Three (3) data files of the plant were provided by IWA tasks group on 
benchmarking of control strategies, which are meant to represent three different 
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weather condition (dry, storm and rain weather), each of the data file contains 14 days 
sampled at an interval of 15 minutes. Therefore, each data file contained 1344 
(4x24x14) samples of data.  This paper makes use of chemical oxygen demand 
(COD) and total nitrogen (TN) to develop the models, since they are the parameters 
used in reality to measure the strength of wastewater and determine the treatment 
efficiency of the plant. These parameters are expressed in ASM1/BSM1 as: 

 S S I I P BH BACOD S X S X X X X= + + + + + +  (15) 

 ( ) ( )NO NH ND ND XB BH BA XP P ITN S S S X i X X i X X= + + + + + + +  (16) 

 

Fig. 1. BSM1 plant 

3 Neural Network 

Learning abilities and adaptability made neural networks quite attractive. Neural 
networks have been used to solve several complex real-world problems. They are 
composed of nodes (artificial neurons) and links. The nodes receive an input signal, 
process the signal and yield an output. The artificial neurons are the computing 
elements of neural networks and cooperate to perform the desired task. The neuron is 
expressed in terms of [11] McCulloch Pitt’s model: 

 
1

k

i i
i

w xγ β
=

= Σ +  (17) 

where k the number of inputs is, iw is the weight associated with i th−  input ix and 

β is the bias. The output y is given by: 

 ( )y g γ=  (18) 

where g  represent the activation function which is applied to the weighted sum of 

the inputs of the neuron to yield an output. 
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Fig. 2. The neuron model 

Most of the neural networks use sigmoid function as the activation function 
(transfer function). The weights are updated during training the network by an 
algorithm. In neural networks, the links indicate the direction of information flow, 
which can be in one direction or bidirectional. Neural networks are classified based 
on their structure as feed-forward or recurrent neural network. Feed-forward networks 
are easier to build and have unidirectional flow of information as shown in Fig. 3. 
This type of neural network is the most commonly used for many applications. 
Recurrent neural networks have feedback originating from an output layer to the input 
layer or from hidden layer to the input layer [12]. The existence of feedback increases 
the network performance and learning capabilities. Recurrent networks are valuable 
tools for nonlinear identification and control; they are usually implemented in parallel 
or series-parallel mode. 

 

Fig. 3. The feed-forward neural network structure 

Learning composed of updating the weights of the networks through learning 
algorithm when data sets are made available.  A learning algorithm refers to a method 
where the learning rules are utilized in order to optimize the weights [13]. The 
learning paradigm can be supervised or unsupervised learning. In supervised learning 
paradigm, inputs and the targets are provided to the network, and the weights are 
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updated so that the responses (outputs) of the network are as close as the targets. 
Unlike supervised learning, only inputs are provided in unsupervised learning. The 
network updates its weights so that the inputs yield corresponding outputs. Both these 
two types learning update the weights according to a learning algorithm. There are 
many learning algorithms to train a network, and the objective of the algorithms is to 
minimize the error between the target and output of the network. 

3.1 Back-Propagation Algorithm 

1. Once the input propagates through the network, error between the target and 
network output is computed, the error is propagated backward, and the weights 
are updated in order to minimize the error. Back-propagation algorithms utilize 
supervised learning. The network is provided with the input –output data to be 
approximated. The training of the network to realize the desired target (output) 
starts with arbitrary weights, and the weights are updated until error is 
reduced.  The error is defined [14] as: 

 ( ) ( ) ( )( )2
1

1

2

m

j jj
E t y t T t

=
= Σ −  (19) 

where y  and T  represent the network output and target at time t respectively. 

The overall error measure is given by  

 ( )
1

T

t
E E t

=
= Σ  (20) 

Back-propagation algorithm is a gradient descent approach of reducing error. The 
weights are updated using the gradient descent  

 ji
ji

E
w

w
η ∂Δ = −
∂

 (21) 

where η is the learning rate. 

3.2 Determining a Neural Network Structure 

Performance and learning capabilities of a network rely on an appropriate network 
structure. Therefore, determining network structure is an essential step in developing 
a neural network model. Network structure comprises of determining the number of 
hidden layers and number of hidden neurons. Number of studies shows that one or 
two hidden layers are enough for fast convergence [12]. However, with regard to the 
number of hidden neurons, there is no systematic procedure for selecting the number 
of hidden neurons. In most cases, trial-and-error approach is adapted. 
Notwithstanding, there exists upper and lower limits for the numbers as proposed by 
[15]. 
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 2 1N Nα θ≤ +  (22) 

where Nα depicts the number of hidden neurons and Nθ is the number of inputs. 

In order to avoid over-fitting the training data, [16] proposed a relationship between 
the number of samples of training data and number of hidden neuron. 

 ( )1
N

N
N

ξ
α

θ
≤

+
 (23) 

where Nξ is the number of samples of training data. 

3.3 Feed-Forward Network Implementation 

In this paper, six hundred and seventy two (672) data samples of BSM1 were used. To 
improve the performance of the network, the data samples were transformed into a 
trainable form by normalizing the data between zero and one using minimum-
maximum method.  

 min

max min

i
i

x v
X

v v

−
=

−
 (24) 

where iX is the normalized value of the sample, ix represent the sample value, 

minv is the minimum value in the data samples and maxv depicts the maximum value. 

The normalized data were divided into 470 samples (70%) for training and 202 
samples (30%) for testing. The selection of the training and testing data were done 
randomly. Based on the proposal [16], a three-layer network was selected having 
input layer containing the input variables, connected to the hidden layer (with 15 
neuros) trailed by the output layer.  A tan-sigmoid and purelin transfer functions were 
chosen for the hidden layer and output layer respectively. The network was trained 
with the back-propagation algorithms through two thousand (2000) training epochs. 

 

4 Result and Discussion 

Fig. 4 shows the influent COD and TN concentrations for the seven-day period (672 
samples) which are representative of the system inlet variations. The prediction 
performance of the neural network model was evaluated through simulation using the 
root mean square error (RMSE), mean absolute deviation (MAD) and correlation 
coefficient (R). These measures are expressed as: 

 
( )2i ix y

RMSE
N

Σ −
=  (25) 
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where ix  is the measured value, ix   is mean of the measured value, iy   is the 

predicted value, iy   is mean of the predicted value and  N  is the number of 

samples. 
Training data set are used to ascertain potentially estimative correlation and mostly 

chosen to be the largest percentage of the whole data set, 70% was selected in this 
study. Testing data are utilized to measure the capability of the model in responding 
to an unseen or unusual data set. Usually, testing data takes at most 30% of the 
complete data set. The results from the training and testing are presented in Table 1. 
The FFNN model predictions during testing for the measured COD and TN were 
illustrated in Fig. 5 and 6 respectively. 

Table 1. Model prediction performance 

Variable Training Testing 
 RMSE MAD R RMSE MAD R 

COD 0.0439 0.0317 0.981 0.0464 0.0347 0.979 
TN 0.1023 0.0738 0.856 0.1103 0.0794 0.841 

 
The FFNN model predictions for the measured COD and TN were illustrated in 

Fig. 5 and 6 respectively. During the training, the correlation coefficient (R) between 
the measured COD and the network model predicted COD is 0.981 indicating a very 
strong correlation. From the Fig. 5 when testing, the predicted values of COD by the 
neural network model were able to follow well the measured COD. The error 
measures were still low, and the correlation is very strong as value of R is 0.979. 

Despite some drifts during testing of the network model for TN variable which 
could be connected to the prediction errors, but, still there is the good agreement 
between the measured TN and predicted TN by the network model as depicted in Fig. 
6 and the correlation is quite strong which shows that the reliable prediction could be 
achieved . 
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Fig. 4. The influent concentrations 

 

Fig. 5. Model testing pattern for COD variable 

 

Fig. 6. Model testing pattern for TN variable 
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5 Conclusion 

The paper has presented a feed-forward neural network model. With the back-
propagation learning algorithm, the model was able to predict well the measured COD 
and TN with high degree of accuracy. The results demonstrated the efficiency and 
robustness of the network model, thus proving that the feed-forward network model is 
suitable for the wastewater treatment plant. The model can be used to design a control 
algorithm for the system which may results in increasing the efficiency, reducing 
operational/maintenance cost and producing the desired high quality effluent that 
nature can handle.  
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